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PREFACE

The 48th Meeting of the Mechanical Failures Prevention Group(MFPG) was sponsored by the
Office of Naval Research(ONR), Arlington, VA; Naval Surface Warfare Center(NSWC), Annapolis,
MD; the Naval Civil Engineering Laboratory(NCEL), Port Hueneme, CA: the U.S. Army Research
Laboratory(ARL), Watertown, MA and the Vibration Institute. The conference was husted by ARL
and held April 19-21, 1994 at the Colonial Hi!ton Hotel in Wakefieed, Massachusett;. Mecting
management, program coordination, and proceedings compilation were by the Vibraticn Institute.
The Nondestructive Testing Information Analysis Center (NTIAC) assisted the sponsors in
developing the program and promoting the conference. MFPG Council Member and Host
Representative Victor K. Champagne chaired the Opening Session; Council Chairman G.
William Nickerson was CoChairman. The CoChairmen of the Technical Sessions are identified
on the title pages for each section in these proceedings. The MFPG Council and the MFPG
Program Committee Members are listed separately.

We were fortunate to have Professor Thomas W. Eager from the Massachusetts Institute of
Tt.zhnology as our Keynote Speaker. Doctor Eager's paper, along w ith two Opening Session
papers (Speakers Craig Rogers and James Taylor) and a Plenary Paper (Speaker T. James Du
Bois), are included in the FEATURED PAPERS section of thfise proceedings. Four
distinguished invited speakers presented excellent papers that are not included in the
proceedings. RADM Andrew A. Granuzzo, Commander or the Naval Safety Center, spoke on
Safety and Mechanical Diagnostics and Dr. John P. Gudas from NIST discussed Materials
Research and Development in the Advanced Technology Program. On the first afternoon, Dr.
Richard D. Sisson,Jr. from Worcester Polytechnic Institute gave a Plenary Address on Hydrogen
Embrittlement of E/ectroplated -asteners-Physical Metallurgy and Mitigation Methods. The final
Plenary Lecture on The Technology Reinvestment Project and the Implications for Materials
Related R & D was presented by Dr. C. Robert Crowe cf the Advanced Research Projects
Agency.

The MFPG Technical Program also included three Mini Courses, four formally scheduled
Technical Committee meetings and a final afternoon Panel/Workshop on Machinery Diagnostic
Technology, What is Most Useful, What is Most Useless and What is Missing? The Workshop
organizers were G. W. Nickerson and Paul. L. Howard. The Mini Courses presented were as
follows:

I. Failure Analysis: Mr. Cedric D. Beachem, U.S. Naval Research Laboratory,
Washington, DC

2. Failure Mechanisms in Polymers: Dr. Rudolph J. Scavuzzo, University of Akron,
Akron, OH

3. Understanding the Technology Transfer Programs and Your Opportunities in
Them: Dr. Gary W. Carriveau, NTIAC/TRI, Austin, TX

I wish to call attention to two papers that were not listed in the Technical Program but which are
included in these Proceedings, These were to have been listed as Supplementary Papers which
were to be presented should space become available and were to be published in any case I
apologize to the authors for my oversight. The papers are: (1) The Automated Transformer Oil
Monitor (ATOM) by G. J. Gorton, published in the Machinery Monitoring and Diagnosti.s
Session, and (2) On ihe Quantum Electrodynamic Origins of "Scatter" in the Mechanical

fProperties of Metals by M. Ensanlan, published in the Failure Analysis Session.
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In selecting the 1994 THEME, the MFPG Council recognized that 'he White House Technology
Reinvestment Project (TRP), properly executea, can stimulate a healthy, competitive economywhile mnaintaining a strong na'ional defense using the most advanced, affordable miiitary systems.

It was also clear to the Council that the many technical disciplines essential to achieving
mechanical failure prevention or reduction are also essential to the success of the TRP. It was
hoped that MFPG 48 wou;d not only present new technical information on advanced materials and
process technology that contributes to mechanical failure prevention, but also provide information
on how conference participants can benefit from government/industry cooperative programs.
Those who attend the conference are the final judges of how well these goals were achieved.

The Mechanical Failures Prevention Group was organized in 1967 under the sponsorship of the
Office of Naval Research. The MFPG was formed for the express purpose of stimulating and
promoting voluntary cooperation among segments of the scientific and engineering communities
in order to gain a better understanding of the processes of mechanical failures. The goals were to
reduce the incidence of mechanical failures by improving design methodology, to devise methods
of accurately predicting mechanical failures and to apply the increased knowledge of the field to
the problems of our present technology. Through ths activities of its Technical Committees it is
anticipated that the MFPG will continue to act as a focal point for any technological developments
that contribute to mechanical failure reduction or prevention. For this reason MFPG 48 w3s the
occasion for the first scheduled open meetings of the four Technical Committees. All interested
conference registrants were invited to attend. Perhaps as a result of these meetings specific
goals and objectives for each committee can be established and subcommittee chairmen can be
identified and appointed to provide leadership for the MFPG effort. The Chairman of each
Tecnnical Committee will be asked to summarize the results of MFPG 48 deliberations and
discuss their ongoing program at MFPG 49.

Those interested in working on any of the Technical Committees should contact the appropriate
committee chairman. The committee chairmen are listed in these Proceedings as members of the
MFPG Council,

On behalf of Dr. Eshleman and the Vibration Institute, I want to thank our sponsors, NTIAC and
the MFPG Council for their cooperation in organizing and conducting the 48th MFPG Meeting.
We are exploring some exciting possibilities for the future and fully expect that our conferences
will continue to provide an effective for-im for those who have mechanical failure problems and
those who are engaged in failure avoidance technology.

Henry C. Pusey
Executive Secretary
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AVOIDING FAILURES IN ADVANCED STRUCTURAL MATERIALS

T.W. Eagar, Co-Director Leaders for Manufacturing Program
POSCO Professor of Materials Engineering

Massachusetts Institute of Technology
Cambridge, MA 02139

Abstract: The dramatic growth of materials science and engineering over the past two
decades has made it possible to engineer new materials with specialized properties in a
very short period of time. We have changed our philosophy from "designing wih
materials" to "designing gf materials." Indeed, we conceive many new products and
systems before the necessary materials are available; we assume that the materials
properties which are required can be developed. It is correct that often materials can be
designed to meet these applications, but frequently we find that the cost of thesc
specialized materials is excessive. In addition, as materials become ever more
specialized, the market volume decreases which further increases the costs. As new
designs require the operation of the materials closer to their limits, the failure rates
increase. While the growth of materials science and engineering has brought, and will
continue to bring, major advances in our standard of iving, it is essential that we use
sound judgment in selecting the new technologies which are anost promising. Reliable
use of advanced structural materials will require improvement,; in every facet of design,
production and use of the product.

Key Words: Advanced structural materials; materiaL. design; product design; failure
rates; product failures; properties comparison; advanced materials.

Introduction: Currently, there is intense worldwide interest in advanced materia!s
and processing. The Office of Technology Assessment has selected advanced
materials, technology, bio-technology, and information technology as the keys to future
industries with a growth in the materials markit of $100-billion projected over the next
decade. The development of these materials has been linked to our national
competitiveness and our future standard of living (ref. I ).

Many research findings extol the benefits of newly developed polymers, inter-metallics,
ceramics, and composites, with predictions that these new materials will change our
lives significantly in the years to come. Many companies have reduced their research
efforts in traditional materials and have diversified into these advanced materials.
Others, constrained by an increasingly competitive international trade climate, have
greatly reduced or eliminated their research and development activities altogether.
Some have predicted a continual erosion of the market for traditional materials in favur
of advanced materials. The rationality of this prediction is examined in this article.

Advanced materials have exciting properties but their commercialization often is stalled
due to several pitfalls including biased presentation of materials properties, failure to
consider the implications of materials substitution, and ignoring production-scale
processing considerations. All of the factors that influence the substitution of a new
mater;,al for a traditional one must be examined carefully to derive an accuate
prediction of the potential of the new materials. For example, in the commercial-aircraft
industry, where the consequences of a system failure can be very serious, there is
considerable reluctance to incorporate advanced mterials without extensive testing and
prototyping. In other industries, such as those governed by industrial codes that have
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been built up through years of experience, adoption of a new material can move at a
glacial pace. Also, it is important to realize that in most applications, a traditional
material can perform as wel; as an advanced material -- often at a lower overall cost.
An examination of the methods used to assess a new material's performance during
product development illustrates why some new materials are commercially successful
wthile others are not.

The purported potential of an advanced material can be misleading for many reasons.
Some benefits are related to the exuberance of the materials scientist in extolling his/her
accomplishments, while others are related to failure to consider the many dimensions
involved in substituting one material for another, including fair property comparisons
and whether pilot.-scale materials can be manufactured and fabricated cost effectively on
a production basis. The real potential of an advanced material is often not apparent due
to the incomplete assessment of its capabilities. The pitfalls involve:

" Discussion of property improvements only on a relative (rather than absolute)
scale

" Use of inappropriate or carefully chosen adjectives that bias the merits of the
material

* Discussion of the material one-dimensionally
" Comparison of the properties of a new material with the current (as opposed to

potential) properties of a traditional material
• Ignoring market volume
* Ignoring processing considerations

Discussion of property improvements on a relative rather than absolute scale occurs
when the materials scientist attempts to place the new development in its most favorable
light. The reported improvements in the toughness of quartz glass illustrates this point.
A recent research report claimed an increase of 100% in the fracture toughness of quartz
glass. At first glance, the improvement appears to be a remarkable advance; however,
closer evaluation of the report reveals that the improved glass now has a fracture
toughness equivalent to one-half of that of gray cast iron. Thus, the new material
hardly is a candidate for use in critical structural applications. Consideration of the
absolute value of the toughness was disregarded in favor of the dramatic relative gain in
performance.

Both strength and toughness are important properties in structural applications because
high strength permits mor. economiclJ use of the material, while touglhiiss provides
resistance to fracture. Metals are extensively used as structural maz-.rials because they
have exceptional combinations of strength and toughness. By comparison, although
glass and other ceramics have exceptional strength, they are also very brittle. This is
why ceramics are used only ir applications where loads are primarily compressive
Dramatic increases have been made in the relative toughness of ceramics, but on an
absolute scale, there still is a very long way to go before they are considered for use in
structural applications.

The use of inappropriate or carefully chosen adjectives to describe advanced materials
can lend an aura of significant practical achievement to a material's properties when the
development may only have reached the stage of scientific curiosity. Examples of such
temis include: "tough or toughened" structural ceramics; "conductive" polymers,
having P specific electrical conductivity higher than that of copper, and "high-strength"
composites and fibers, having specific strengths greater than that of steel.
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I
Each of these claims could be accurate. However, the important question is: What
difference does the statement really make? Advanced ceramics may be tougher than
their predecessors, but they hardly can be classified as tough materials, at least not in
the sense that a designer or materials engineer understands the word. In the case ofI conductive polymers, while they are not insulators, the implication that their electrical
properties exceed those of copper is misleading. It is true only if specific properties
(property/material density) are compared. Although the best conductive polymers have
an electrical conductivity that is within an order of magnitude of the conductivity of
copper, so does mild steel. Yet, steel wire has never been considered as an alternative
material to copper based on steel's electrical properties. Specific conductivity is not the
critical measure of performance. If it was, aluminum which has a specific conductivity
two times greater than that of copper, should be a viable candidate as a substitute for
both copper and conductive polymers (which it is not).

A one-dimensional discussion of materials possibly is the most widespread method of
praising new materials. A good illustration involves new high-temperature
superconductors (HTSCs). The critical temperature of these ceramic materials was
raised more than six-fold over a period of months in early 1987, and there were
many claims that our lives would be improved within a few years. Unfortunately, this
has not occurred.

A designer of a high-field-strength superconducting magnet must consider at least four
materials properties: critical temperature, critical magnetic field, critical current density,
and tensile strength. With respect to critical temperature, the new superconductors
exceed the most optimistic hopes of only a few years ago. HTSCs also perform very
well with respect to critical magnetic field. However, HTSCs missed the required level
of performance for critical current density by six orders of magnitude initial!y. More
recently, oriented crystals have demonstrated properties close to what is necessary at
zero magnetic field. Unfortunately, there is an interaction between the critical current
and the applied magnetic field that comes into play as well. Thus, at a useful magnetic
field, even these high-current-density superconductors do not have superconducting
properties.

Tensile strength has been totally ignored to date. The windings of a high-field-strength
magnet experience extremely high tensile hoop stresses; up to 690 MPa (1(X) x10 3 psi)
in some instances. The brittleness of ceramic HTSCs poses an obstacle to their use, at
least for the near future.

Another danger in assessing advanced materials is to compare the properties of a new
material with the current properties of a traditional material. The danger in using this
approach is assuming that the properties of traditional materials will not be improved
further, especially when industries are faced with new competition.

The area of soft-magnetic materials illustrates this point Nearly 20 years ago, a
University of Pennsylvania researcher discovered that amorphous Fe-Si-B alloys had
only one-tenth the magnetic core losses of crystalline Fe-Si alloys used in electrical
transformers. Although the amorphous alloys cost two to three times as much as the
traditional alloys, a ten-fold improvement in amorphous-alloy properties looked very
promising. Based on the potential benefits of amorphous alloys, a 23-million kg/yr (50
million lb/yr) production facility was commissioned. However, manufacturers of
crystalline Fe-Si alloys decided not to give up a $1 billion market easily. Increased
R&D of the traditional alloys over the past 20 years resulted in a three-fold
improvement in performance properties. While competition is stiff today, the future is

5
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unc-.rtain. Traditional-alloy producers conceivably could recapture the ertire market if
they could improve the properties of their materials to a level that surpasses that of
amorphous alloys. After all, nothing more can Le done to improve the structturc of
amorphous materials.

Ignoring market volume can be disastrous in assessing the commercial potential ofI advanced materials. For example, esimated world markets (in sales) and annual

growth in the year 2000 for advanced ceramics, composites and semiconductors are $5
billion, $15 billion, and $100 billion and 20, 10, and 5%, respectively. While
ceramics and composites markets have high growth rates, part of the rapid growth is
due to a small initial base. Even at a meager 2% annual growth over the next decade,
the increased ,olume in the already huge steel market will exceed the combined increase
in the advanced-ceramics, composites, and semiconductor markets.

Ignoring materials processing may be the most perilous pitfall in predicting the success
of advanced materials. For example, while materials science has progressed to the
stage where carbon can be converted into diamonds and lead into gold in the laboratory,
the diamonds and gold produced are more expensive than what is found in the natural
state. None of the new materials that are developed will be useful unless they can be
manufactured economically. Unfortunately, development of economical processing is
not considered a scholarly activity in much of the scientific community. Many of the
brip,test scientists refuse to work in this area because of its "low stature." Even worse
is that some of these individuals argue that such efforts are unworthy of substantial
government or industry support. It is not that we cannot afford research and
development on processing and fabrication. Instead, financial resources are directed in
other areas. There are indications that this situation is changing, but the change must
occur more rapidly if we are to be competitive in a global market.

Challenges in the Use of Advanced Materials: The major question in use of
advanced materials is whether these materials can be used cost effectively. Tremendous
efforts have been made in improving the processing, structure, properties and
performance of new materials, or as the Japanese often call them, "high function
materials". Figure 1 shows how these features have changed over time. More
elaborate processing produces more complex structures which are tailored to specific
applications in which the material is pushed to the limit of performance. Wc have
changed from design &ih available materials to design of materials for specific
applications.

As an example, consider the production of aircraft structures. Fifty years ago,
designers selected from available materials consisting of wood, canvas and aluminum.
Today, designers dream of the Orient Express, which must endure surface temperatures
of 1500'C, in addition to being lightweight, having high strength and resistance to
hydrogen degradation. Advanced intermetallics and composite materials must be
developed to meet the design rather than the design being tailored to the properties of
available materials. Unfortunately, assessment of the reliability of these materials is
very difficult and limits the use of these materials in new designs.

A major factor in the reliability of all materials is the quality of the joints in the
manufactured product. Joints are ubiquitous in nearly all products. As an example, I
often ask my students to think of the largest stand-alone manufactured product that does
not contain a joint. For many years, the best response was a cast iron frying pan, but
recently one of my faculty colleagues took up the challenge; he thought of an anvil.
The point of this exercise is to emphasize that every manufactured product contains
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joints and that the quality of the product is directly related to the quality of the joint.
Even further, when teaching fracture, another colleague is known to have said,
"Something will not fail unless it has been welded!'. While this statement appears to
be a terrible indictment of welding, there is some truth to it Welds are often the
weakest part of the structure and are generally located at the most highly stressed
locations.

The cost of many of these new materials is so high and their properties are so
specialized that they will only be used whe-e they are essential. As a result, products
will contain more joints and a greater fraction of these will be between dissimilar
materials. This will only compound problems of quality and reliability in the final
product. The common design rule of eliminating all possible joints is being violated at
an increasing rate. Due to a desire to use the minimum amount of these costly, high
funclion materials, the joints are being placed in more aggressive environments. The
properties of the joint are pushed to the limit.

In many cases, designers expect the joint to match the properties on either side of the
dissimilar joint. If this were an easy task, one would not need to produce a dissimilar
materials joint. One could make the entire part from the joint material, if such a
materials with maximal values of all properties were available! Some designers
assume too much of joining technology. Rather, the solution to the use of many new
materials lies in improved design which limit stresses placed on the joints. One
challenge for joining engineers is development of new design rules which reduce the
risk of failure at the joints. It is no longe possible to select the joint configuration or
joining process as an after-thought to the design. Joining technology must become an
integral part of the product design.

With increased sophistication in our design techniques, we are able to use materials
closer to their limits. Stated more simply, we are reducing the size of our traditional
factor. of safety. This is fine as long as we fully understand all of the failuic modes of
the product. Unfortunately, the increasing sophistication of the structure of advanced
materials means that they have even more failure modes than traditional materials. For
example, the delamination and microbuckling failure modes of composites are much
more complex than homogeneous materials. This requires more qualification testing
than for traditional materials. The problem is compounded by the fact that the smaller
market for high function materials must absorb these higher development and
qualification costs. The result is that more and more designers are walking away from
man y f the specialized advanced materials in favor of the simpler traditional materials.

3 It is likely that this trend back to lower cost, higher reliability traditional materials will
continue. The prediction that advanced structural materials will replace most of our
traditional materials is false. In the majority of commercial applications, the advanced
materials simply do not meet the reliability to performance ratio at an acceptable cost.

We must change the way we manufacture materials. Figure 2 represents the old
paradigm of manufacturing. A process contained inputs and outputs. The inputs were
inspected prior to use in order to ensure conformance to a standard. After the process
was complete, inspectors checked the function of the product and scrapped or repaired
any defective parts.

In the new paradigm which is evolving, the input materials are received from a pre-
qualified supplier; hence, no incoming inspection is necessary. The process is no
longer a simple black box. It is the heart of the quality engineer'sjob. Rather than
inspect the finished product, the quality engineer must sense the process, feed sensed
data into a process model, and develop a control methodology which can modify the
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process to produce acceptable patis see Figure 3. If this sequence of sensing, modeling
and controlling is working proper!y, there is no need for outgoing inspection while
scrap and repair are minimized. A proce ,s running at this level can be modified to meet
not only the explicit requirenents of the customer, but can be adapted to meet the latent
requirements for which the customer does not yet know there is a desire. In addition,
the reduction of waste makes the process environmentally sound. The modern quality
engineer measues the process, not the product,

Althouglh quality engineers have always been in the business of measurement, the type
ofn measurements which are needcd are changing and it is necessary to make a science
of this new work. As Lord Kelvin said:

I often say that when you can measure what you are speaking about and express it
in numbers, you know something about it, but when you cannot .xpress it in
numbers, your knowledge is of a meager and unsatisfactory kind; it may be the
beginning of knowledge, but you have scarcely, in your thoughts, advanced to the
stage of science, whatever the matter may be,

The quality engineer must put numbers on both the process and the product.
Unfortunately, most people tend to measure what they can measure most easily - not
what needs to be measured. Traditionally, materials were sold based upon size,
thickness, weight, density or the like. These require measurements of length, width,
weight and volume. Today, materials are sold based upon structure and properties as
well as form and size. These new features require measurements of internal geometry,
processing conditions or specific properties. Sensors are not necessarily available for
these purposes. It is up to the quality engineer to develop new sensing technologies.

In addition, much of our materials manufacturing in the past was batch processed.
Today's higher productivity requires that continuous flow processing dominates many
industries. This requires "measurements on the move" as materials wili no longex sit
still in order to be inspuected. With increasing value added per part, the rate of sensing
must increase both spatially and temporally, while maintaining ever tighter
environmental restrictions. A potential solution to these challenges lies in microsensor
technology, which may make it possible to have many low cost sensors distributed
over a wide area.

All of this will require quality engineers to work closely with people in other disciplines
such as materials engineers, designers, industrial engineers, physicists, chemists and
the like. It will be necessary to have access to the processing equipment in full scale
production. This will require new paitnerships and new methods of cooperation.

Learning from our Experience: The previous sections dealt with challenges in
the designing and manufacturing of advanced materials, but improvement f .e
reliability of advanced materials requires feedback from the users of advanced
materials. Traditionally, much of this feedback has been collected as case histories of
failure analysis or has evolved in various codes and standards. There are problems
with both of these approaches. The case histories are too empirical and have never
been collected in an organized database. Development of the codes and standards
moves at a glacial pace and will not provide rapid enough feedback in a world which is
changing at an accelerating rate. We must develop new methods of improving the
dissemination of the knowledge gained by use of these new materials. One impediment
which should be addressed, perhaps through legislation, is the reluctance to publicly
report the causes of failures due to fear of increased exposure to litigation. There is
much knowledge available that is hidden due to fear of having the information used
against the producer of the material.
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Conclusion: Earlier, I noted that one of my coliJgues tells his students that
something will not fail unless it has been welded. As a welding engineer when I first
heard this statement, I wis offended, but I quickly changed my ato.itude to a more
positive one -- as long as welds keep failing, I have a job. This can be extrapolated to
everyone performing faiure analysis of advanced structural mateials. With all of the
challenges in design, production and use of these materials, we have every reason to
expect a long and prosperous career in failure analysis and prevention.

STRUCTURE PERFOkMANCE

PROCESSING PROPERTIES1 . I
Better quality Tailored to
more elaborate application
more costly

Mote complex Pushing the limit

Figure 1 Advanced materials create more complexity and
specificity in every phase of materials science and engineering.

OLD PARADIGM

!NPUTS OUTPUTSPROCESS

- Fitness for standard - Fitness for use
- Incoming inspection - Outgoing inspection

Figure 2 Traditional paradigm for quality control of a manufacturing process
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NEW PARADIGM

SENSING MODEL CONTROL

INPUTS jOUTPUTS

Pe- PROCESS
qualified Ship Without

Fitness for: -Explicit requirements
-Latent requirements

- Environment

Figure 3 Evolving paradigm for control of product quality
through improved process sensing and control

Reference: 1. Chaudhari, P., and Flemings, M.C. Materials Science and
Engineering for the 1990s: Maintaining Competitiveness in the Age of Materials.
National Academy Press, National Academy of Sciences, Washington, D.C. 1989.
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Composites Ceramics

Metals are widely used in structural applications because they provide a good
combination of strength and toughness. By comparison, ceramics have exceptionally
high strength, but are very brittle. This is why ceramics are used only in applications
where the loads primarily are compressive. The three regions defining elastic and
plastic behavior are for 25-mm (1 in.) thick materials. The transition areas shift with
both thinner and thicker materials.

In a given application. materials selection generally is based on
properties/characteristics that could be of critical or of secondary
irmportance to the part design. The dimensionality of a materials selector's choices
is illustrated by plotting six primary
daterials-selection factors (strength

toughness, formability, joinability, Strength
corrosion resistance, and Ceramic
afordability) along the spokes of a metal
wheel. The values are normalized Composite
so the circle represents a specifiled
property level. In the hypothetical
situation shown, the metal offers Affordability 'roughness

good toughness, formability,
joinability, and affordability, but
lower strength than ceramic. An
intermediate set ofproperties is
obtained by forming a metal-
ceramic composite. However, the
gain in strength of the composite
results in a degradation of the other
original metals properties. While
composites can provide properties Corrosio, resistance
that are unattainable in a
homogeneous material, severe
penalties are assessed, In terms of

res, for Joinabilityeaed pefrmance in one o.,l,
dimension.
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SMART STRUCTURES: ON-LINE HEALTH MONITORING
CONCEPTS AND CHALLENGES

Zaffir Chaudhry and Craig A. Rg s
Center for Intelligent Material Systems and Structures

Virginia Polytechnic Institute and State University
Blacksburg, Virginia 24061-0261

Abstract: Utilization of the actuator, sensor materials and the associated smart structures
concepts offer true hope for the realization of on-line health monitoring concepts; in
particular, the non-destructive evaluation of structures via "vibration signature" analysis.
What the smart structurcs solid-state actuators and sensors have to offer different from
the shakers and accelerometers typically used for this work is their compactness, light-
weight, low-power consumption, ease of integration into critical structural areas, ease of
activation through electrical signals, higher operating frequency, use of the same material
for both activation and sensing i.e., collocated actuator-sensor, and low cost. Beyond
obtaining the vibration signature or metrics associated with near and far field excitation,
and the necessary signal processing, to identify damage location and size, there are two
common approaches: i) model-based, and ii) non-model-based. The model-based
methods rely on the system identification concepts, whereas non-model-based methods
rely on "open-loop" systems or adaptive and learning approaches like artificial neural
networks and artificial intelligence. Both approaches have their mcits and limitations,
and are in the development phases. The application of these techniques to a real time
structure is yet to be demonstrated. Some of the challenges associated with these
techniques are 1) the ability to find smaller damage like delaminations or cracls, 2)
reducing the size of the signal processng equipment, 3) the ability to distinguish the
effect of normal operating condi#.cns like changed mass or boundary condition on the
vibration s-,gnatwre from that of damage, 4) the ability to filter global vibration effects
from the local excitation.

Key Words: Damage detection; Health monitoring; Non-destructive evaluation (NDE);
Smart structures.

Introduction: Great interest presently exists in the engineering community to develop
methods with which complex structures can easily he analyzed for defects without being
taken out of service. The traditional damage identification techniques which originated
with visual inspections of struciwral components are time consuming and are difficult, if
not impossible, for components tha, are not accessible. Most importantly, visual
inspection provides no comprehensive assessment of the integrity of the structure. Other
methods that have been employed include radiographic, X-ray, acoustic emission, and
ultrasonic measurements. However, these methods provide only local information and
cannot give any indication of the structural strength on a system level.

13

tI

............ .. ... ....... ... . ..... . .. ... .. ... . .. . .... . . . . . . . . .



Ile non-destructive evaluation (NDE) techniques b.?sed on vibration signature analysesthat exist and those that are being developed for this purpose utilize many commonsithe ofhe structre. aaTin (inatec'is bed oshng vibratingttuture aye

features. The basic principle in an evaluation first involves obtaining a vibration
signature of the structure. This signature is created by shaking or vibrating the st-ucture
with some system of actuators. The vibration patterns of the structure are then recorded
by a network of sensors attached to the structure. This vibration signature shows the
response of the structure over a wide range of frequencies and thus provides information
about the magnitude of the oscillations, the resonant frequencies, the phase differences
between force and response, and other valuable data. Comparisons of the vibrtion
signatures between an "undamaged" structure and a test structure ran be used to make
an evaluation of the state of the test specimen. Vibration signatures of a structure taken
at two different times can also be compared to look for changes in behavior that indicate
the possibility of damage. Once the behavior of tie structure is known, the vibration
dat? can be processed using a variety of NDE techniques, each of which performs
different operations and provides different insight into potential problems in the structure.
The goal for NDE in the future includes the ability to determine if damage has occurred
in the structure, where the damage is located, and what type of damage is present. Not
all of these cap&.hlities are possible with the techniques that currently eyist. For that
reason, research into the development of new analysis approaches and improvement of
existing ones is ongoing.

It is important to mention that vibration signature analysis has long been used as a
diagnostic tool for fixed rotating machinery such as pumps, compressors, fans, motors
anid shafts. In the simplest case, a change in the vibration amplitude is often indicative
of a damaged rotor blade or a bad hearing. Acceptable levels of vibration are often
included in the specification sheets supplied by the mantifacturer. An increased vibration
level is only an indication of a problem; relating it, or the vibration signature, to a
specific fault is much more complex. And ir. this regard, the problems associated with
the techniques that are being investigatcd as part of this research effort are similar.

Actuators and sensor materials: Smar structures concepts utilizing solid state actuators
ann sensors greatly facilitate the precess of obtaining the vibration signature. What
distinguishes :hese solid state actuators from conventional hydraulic, electrical, and
electromechanical actuators, and makes them especiady attractive for smart structures is
their ability to change their dimensions and properties without utilizing any moving parts.
These actuator materials contract and expand just like the muscles in the human body.
When integrated into a structure (either through embedding or through surface bonding)
they appiy localized strains and directly influence the extensional and bending response
of the structure.l elements. Because of the absence of mechanical parts, they can be
easily integrated into the base structure. Integration within the structure ensures an
overall force equilibrium between the forcing actuator and the deforming structure, and
thus precludes any rigid body forces and torques. In addition, typically these actuators
are compact, light-weight, and consume low-power and can be easily located in those
critical areas of the structure which need continuous monitoring.

One of the actuator/sensor materials which is particularly suitable fo[ this operation is
the piezoelectric (PZT). Piezoelectricity describes the phenomenon of the generation of
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u converse I tly a m aI ca stin i repos to an ap Ie letIc fied Th d Irect

an electric charge in a material when subjected to a mechanical stress (direct effect), and
conversely, a mechanical strain in response to an applied electric field. The direct

7piezoelectric effect has often been used in sensors like an accelerometer; however, until
recently, the converse effect has been restricted to ultrasonic transducers. It is only
recently that researchers in the area of structural control have taken notice of the very
desirable features of piezoelectric actuators and have started using them for many
structural control applications, Within the linear range, they produce strains which are
proportional to the applied electric field/voltage. These features make them very
attractive for many structural control applications. The use of PZT actuators can be
divided into two broad categories: linear actuators and actuators used for structural
control applications. In the first category, the PZT actuators, arranged in the form of
stacks, are used pretty much like shakers or conventional hydraulic or electrical
actuators. In structural control applications, the actuators are typically embedded within
the structure and they apply localized strains which can be used to directly control
structural deformations. In such a configuration, the actuation does not require a back
reaction and does rot produce any rigid body modes. For inducing flexural vibrations,
for instance, two actuators can be bonded to the upper and lower surface of the structure.
When actuated out of phase, the upper actuator expands and the bottom contracts,
causing bending.

Because of the direct and converse effect that exists in piezoelectric materials, it can just
as easily be used for both actuation and sensing, also referred to as the collocated
actuator-sensor. An explanation of thiL effect follows. When bonded or attached to a
structure, and driven by a fixed alternating electric field, it excites and induces vibrations
in the structure. Meanwhile, the resultant vibrational response, which is characteristic
of the particular structure, modulates the current flowing through the PZT. This
modulation is representative of the degree of the mechanical interaction between the
collocated Lctuator-sensor and the structure at different frequencies. If the variation in
the current can be monitored, then the electric admittance, defined as the ratio of the
resulting current to its energizing voltage, can provide the same information as, and
serves the same purpose as the conventionally known transfer funeion between force and
velocity. Utilizing the same material for both actuation and sensing rot only reduces the
number of sensors and actuators, but also reduces the electrical wiring and associated
hardware.

Model-based methods: The concept of model-based vibration signature analysis
originated in the great body of work performed mostly in the 1970's and 1980's
concerning system or structural identification. Structural identification as a methodology
is concerned with the ability to identify a structure by comparing experimental data to
that produced by an analytical model. Most often, the analytical behavior is insufficient
to accurately predict structural behavior, and model refinement is necessary. This
inadequacy often occurs because of material variations, structural nonlinearities,
damping, etc., not modeled. The classica! approach to structural identification involves
direct comparison of the measured eigenvalues, eigenvectors, and mode shapes (termed
eigenstructure) to analytical vibrational behavior. Lack of agreement indicates the need
for model improvem%.nt. Use of time-domain behavior was also investigated as an
identification tool. However, these methods required storage of vast amounts of data and
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relied on often noisy measurements and thus were of questionable reliability. Structural
identification as a precursur to damage detection is most concerned with three different
activities: system parameter representation, model improvcment, and structural
reconstruction.

System parameter representaticn is a pr:.kess in which there is an attempt to relate the
measured eigenstruure to a pre-selected st of structure parameters often including
material modulus and density, structural geometry, etc. These often non-linear
relationships between structural behavior and the parameter set can be determined using
iocal linearization techniques incorporated into an iterative optimization algorithm as was
done by Aaelman and Haftka (1986). Work was also done by Creamer and Hendricks
(1987) to develop techniques for relating system parameters to experimental behavior,
specifically natural frequencies. Once the structural behavior is quantified, a sensitivity
analysis can be performed to gain an improved understanding of how each of the
elements in the parameter set affect the structural behavior. This sensitivity analysis
determines how a small variation in each element of the parameter set affects the
eigenstructure, thus allowing for an appropriate adjustment of the parameter set elements
in order to reproduce the experimental behavior. This is the first form of model
improvement. The use of a sensitivity analysis is beneficial in comparison to techniques
that require a complete dynamic analysis at every iteration in that a sensitivity analysis
only requires differentiabilit.,, of the behavior relationships with respect to structure
parameters and does not require lengthy or numerous calculations required for a complete
analysis.

Other work done involving model improvement has centered on developing methods in
which the eigenstructure could be used to modify an analytical finite element model in
such a way that the behavior of the adjusted model would imitate that of the actual
structure. Presently, there exist two methods for such model improvement:
eigenstructure assignment, and optimal-update. Eigenstructure assignment approaches
the issue of eigenstructure alteration from a controls perspective. Controls literature has
long demonstrated the ability to modify the eigenstructure of a system with the addition
of a feedback controller whose gains could be modified so that the desired, closed-loop
behavior was obtained. Eigenstructure assignment uses a "pseudo-controller" that uses
feedback of the structural behavior to instill the experimental eigenvalues into the
analytical model. However, no actual controls hardware is necessary for this operation.
The optimal-update method uses a constrained optimization problem to find an adjusted
mass, stiffness, or damping matrix that reflects the experimental eigenstructure and also
is the most similar to that of the analytical model.

The last topic in the research area of structural identification is known as the "inverse
process". This process is the reconstruction of the structural parameters from only the
experimental eigenstructure. Gladivell, England, and Wang (1987) successfully showed
the reconstruction of a Euler-Bernoulli beam using spectral data from three different
imposed boundary conditions. Specifically, the cross-sectional properties and moment
of inertia were fo~ind from the natural frequencies of the beam. Later work in structure
reconstruction, performed by Shen and Taylor (1991), extended the concept with the
inclusion of identification of modeled damage from only spectral data.
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The developments and continued efforts in structural identification provide valuable tools
for creation of damage identification techniques. Structural identification has allowed for
the development of improved models of structures which can be used as a comparison
tool with experimental eigenstructure recorded from structures with "known" damage.
Thus, the changes in behavior caused by specific types of damage can be more easily
seen. More importantly, the cause-and-effect relationships between damage and the
corresponding changes in behavior can be better investigated.

The use of time responses has also been attempted as a tool for damage assessment, but
because of the large amount of data storage required and the questionable accuracy ;3f
noisy signals, it has not gained as much attention as other methods such as the use of
frequency domain information. Kircher (1976) investigated the use of vibration
signatures of buildings taken at different times to detect structural changes, indicating the
possibility of earthquake damage. Other early work using vibration signatures attempted
to simulate many types of damage and record the vibration signatures for each of those
instances. This required the storage of large amounts of data, did not allow
quantification of different degrees of damage or combinations of damage types, and
required knowledge of the type of damage present. Cawley and Adams (1979)
successfully related changes in structural stiffness due to damage to the changing of
natural frequencies. Cawley et al. showed that the changes in natural frequencies of a
beam could be related to the degree of damage and distance to the damage from the
vibration signature measurement point. An error function was used to sort the locus of
possible damage points and determine where the damage existed in the structure.
Problems with the method developed by Cawley involved the dependency on highly
accurate frequency information and often one mode of vibration would provide slightly
erroneous information, causing the algorithm to fail. Also, the method was only able to
detect damage at one site in the structure. Another significant damage identification
technique developed by Shen and Taylor (1991) used the "inverse approach" of structural
reconstruction to find crack locations and sizes in beams. The cracks were modeled as
part of the beam structure and an optimization procedure with an initial guess of crack
magnitude and location was able to determine the actual crack parameters by minimizing
the difference between the experimental and analytical eigenstructure. The method was
shown to be limited by the precision of the crack model.

Non-model-based methods: The non-model-based methods are fast gaining popularity.
The primary reasons for this are: i) the lack of dependence on complex analytical models
of the structural system and ii) the ability to lear on-line. Artificial neural networks and
inductive learning methods are receiving the most attention amongst non-model-based
methods. A brief discussion of each follows.

Artificlal neural networks: The artificial neural networks (ANN) functions as a
computational model loosely based on the neural construction and operation of the human
brain; it is set up as a collection of highly interconnected simple processing units
(neurons) that can be trained to recognize known input. The connections between the
neurons have numerical values which represent the strengths of those connections called
"weights." The knowledge or learning ability of the ANN lies in the formulation of
those connection weights or neurodes. Training is performed by a process known as
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"supervised learning" where thu network is presented with sets of data, each of which
corresponds to a different state of structural health. The input to the network is
important in that it must contain the information that accurately represents th situation
that is desired. The training results in a network that not only interprets the training
input correctly but also exhibits the ability to interpolate and generalize to unknown
input. It is this training/learning ability that enables us to use the ANN in order to avoid
developih.g complicated analytial modiels for the structure and each different damage
situation that may develop. Neural nt;Lworks possess the af, dity to identify and imitate
the often non-linear mapping between input and output seen in the behavior of complex
structures. The neurode or connection strengths inside the network can be seen as the
relative cause-and-effect relationships which relate damage to changes in structural
behavior. Typical back-propagation network construction consists of r.eurode layers
including an input layer, hidden layers, and an output layer. The neurodes act as transfer
functions and neurode output is gained from applying this transfer function to the
summation of all the inputs to that neurode. These inputs are the outputs of previous
neurodes multiplied by the "trained" connection strengths. Thus, each input is able to
spread its influence, more or less depending on the connection strengths, on every higher
level neurode.

If the vibration signature from the actual structure is used for the training of the ANN,
then the noise and other spurious events become a part of the ANN model. This adds
to the robustness of the identification system; whereas, noise can quickly render a model-
based system useless.

Inductive learning methods: The artificial intelligence (Al) technique used for
investigation of damage identification is known as "rule induction" or inductive learning.
Inductive learning is defined as: "A computer learning from examples, or learning
inductively, consists of hypothesizing general rules from specific examples of information
provided to it." Thus, machine learning (Al) can be utilized to make some form of
judgment about the status of newly-presented data by using rules formulated from
previously-seen data. The benefits of a machine learning approach lie in that no model
is required to make an assessment of the structure being analyzed. Instead of trying to
define all the parameters of the structure, as a model improvement scheme does, AI only
attempts to recognize relationships between inputs and outputs, and uses those to "learn"
or define similar behavior patterns.

Discsssion: The compact actuator and sensor materials can facilitate the acquisition of
structural vibration signature. Perhaps the biggest challenge in the realization of a
vibration signature bascd damage detection system lies in the ability to separate the
changes in the vibration signature due to normal usage from that due to damage. The
experiments in the laboratory are often done under very controlled repeatable conditions
to ensure that the only changes are due to the self-created damage. Truss structures are
a favorite because different members can be conveniently removed and then replaced.
A missing member in a truss structure can easily be found by either a model-based or
a non-model-based method, but such extensive damage is rarely what we want to find.
Except space structures, where the structural properties are relatively constant over time,
all other structures experience changed mass, damping, and boundary conditions due to
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normal usage. Simulation of all possible normal usage changes and their effect on the
vibration signature is impossible to store so as to distinguish them from damage. Thus,
techniques which allow for the localization of the actuation and sensing area need to be
developed. In truss type structures, the localization has been shown to be possible at

higher frequencies.

The other challenge lies in reducing the signal processing equipment. Frequency domain
vibration signature relies heavily on complex digital signal processing hardware and
software which adds considerably to the cost and the weight of the overall system.
Aralog signal processing techniques need to be investigated. Analog signal processing
ca, not provide the detailed frequency domain information, but that may not be necessary.
A possible option is to use the root-mean-square value of the sensor output over a
selected frequency range as an indication of the condition of the structure. Analog signal
processing can be used for the initial qualitative assessment of damage. Once damage
has been dei.ected then for detailed analysis and damage location, sophisticated hardware
may be used with the same sensors. For cost effective real-time implementation,
alternative signal processing methods such as the one discussed above need to be
explored and developed.

Another challenge is the ability to find minor damage such as cracks and delaminations.
The model-based methods are severely limited in this area. Analytical methods of
predicting the changes in modal parameters or response characteristics become dubious
with more complex structures, and at best, only large amounts of damage can be
predicted with such methods. Obviously, the frequency range required to find minor
damage is much higher than that used for the typical system identification work, and the
solid state actuators/sensors have much to offer in this regard.

The list of challenges listed above is by no means exhaustive. There are many other
issues which require investigation. These practical issues will require concurrent
investigation in order to produce simple, comprehensive, and valid techniques for
complex structures requiring evaluation.
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PHASE CONTRIBUI ES TO ACCURATE DIAGNOSTICS
OF ROTATING MACHINERY

James I. Taylor
Vibration Consultants, Inc.

5733 South Dale Mabry Highway
Tampa, FL 33611

Abstract: If you want accurate diagnostics of rotating machinery problems, you must pay the
price. The price is hardware, software, technology, and skilled people. The rople involved
must understand, obey, and use basic physics. It is fact that basic physics of electronics,
mechanics, and chemistry are very closely related. This is why we con use a transducer to
convert mechanical motions, pressure fluctions, and airborne sound into an electronic signal
and use that signal to identify problems. Every educated person shou!d know this. Yet, once
the electronic signa: is produced, we seem to forget everything. Behavior becomes
neanderthal; we measure some pseudo amplitude, and plot trends; we use seemingly good
alternatives, such as spike energy, shock pulse, envelope detection, demodulators and
cepstrum to replace knowledge and physics. This paper is a result of 20 years of research
and development using on-line operating machines, basic physics, and empirical
measurements. The importance of the time domain signal and the phase relationship between
the fundamental and harmonics is stressed. The time signal is required because it contains
information not available in the frequency spectra. The phase relationship between the
fundamental and harmonics is required to identify which problems are loose and those that
are eccentric.

Key Words: Analyzers; diagnostics; FFT; harmonics; modulation; phase; physics; sidebands;
spectra; technology; time signai; truncation.

Introduction: Phase relationships have been used for years to obtain intelligence in
sophisticated applications. In radar, phase is used to distinguish between fixed and moving
targets. In space, phase is used for Space Object Identification (SO). Phase is also used to
identify inoperative space vehicles, sometimes called space junk. Phase is widely used in
radio, television, and telecommunications. In fact, these industries could not function without
phase. Phase is also required to accurately diagnose machinery problems. Accurate diagnosis
may require a frequency spectrum on several frequency ranges and a zoom on various
frequency windows. The time signal for various time periods is equally important. Since all
events are not present in every memory period, several memory periods may be observed
before the desired event is captured. The time signal and frequency spectra are required to
obtain necessary information. The frequency spectra measures frequencies and the amplitude
is averaged. The time signal contains phase, peak, and peak-to-peak amplitude of each cycle,
truncation, pulses, amplitude and frequency modulation, etc. These bits of information are
used during the Fast Fourier Transform (FFT). However, once the transform is completed.
they are discarded. This explains why the same frequency spectra is obtained from several

Copyright © James I. Taylor, 1994. All rights reserved. No pan of this publication may be reproduced in any form or by
any means without permission from the author.
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different looking time signals. These bits of information are also required to accurately
diagnose problems.

IHow frequencies are generated: Some machine prohlems generate discrete frequencies. For
example, pure imbalance generates a frequency at rotor speed. Each cycle should be the
same amplitude, and sinusoidal. Gearmesh frequency is the number of teeth on the gear
times speed. Gearmesh frequency should also be sinusoidal. Any distortion of the time
signal is caused by the introduction of some harmonic content. Some machinery problems
generate harmonics. Rotor looseness is a good example. If the rotor is loose and not
restrained by belts or some other device, it will generate harmonics of rotor speed. The
number of harmonics is one indication of the amotknt of looseness. For example, a fluid film
bearing on a turbine may have 0.004" or 0.005" clearance depending on shaft size. The
spectra from the turbine may contain the fundamental and 4 or 5 harmonics. When the
clearance increases the amplitude and number of the harmonics could increase. Other
machinery problems generate a distorted waveform and when an FFT is performed the
harmonic content that would cause the distortion is produced. Misalignment, bent shaft, some
forms of looseness, and some eccentric gears are good examples. Each cycle of gearmesh
frequency is a profile of two teeth meshing with due respect to transfer function. Since the
same two teeth will not mesh again until one cycle of the hunting tooth frequency is
completed, each memory period of gearmesh frequency could be different.

The same frequencies can be generated by more than one equipment problem. ror example,
imbalance, bent shaft, and machine looseness can generate the fundamental. Looseness and
bent shaft can also generate the second harmonic of rotor speed. The second harmonic of
gearmesh frequency is generated by not enough backlash and too much backlash or
oscillating gears. Rotor looseness can generate the fundamental and several harmonics.
Loose gears can generate several harmonics of gearmesh frequency. Loose gears also cause
modulation. Pulses can also cause harmonics of the pulse repetition rate.
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As indicated above, eccentric and loose gears cause modulation. As a result, gearmesh
frequency is often modulated by the speed of one or more gears. Gearmesii frequency can
also be modulated by 2, 3, 4, etc. times gear speed. Sometimes the modulations generate
sidebands on the high side, low side, and both sides of gearmesh frequency. The amplitude
of the sidebands can be higher on either side of gearmesh frequency. The location and
amplitude of the sidebands is determined by the modulation process, type of modulation,
phase relation between the carrier and modulator, type of defect, and defect seriousness.

Generally, eccentric problems are an in-phase condition. For example, a bent shaft can cause
imbalance and the signal may be distorted. The bend in the shaft is in-phase with the
imbalance. Therefore, the time signal will be truncated on the negative-going half or the in-
phase condition. The FFT of this signal will contain a fundamental and second harmonic.
Eccentric gear problems are also an in-phase or constant phase condition. Therefore, these
problems cause the amplitude of the sidebands on the high side of gearmesh frequency to be
higher in amplitude. Looseness and looseness-type problems such as excessive backlash are
an out-of-phase or changing-phase condition. For exomple, if the rotor is loose and is not
restrained by drive belts, couplings, etc., the rotor may hit and bounce as it rotates. Since
only the looseness controls the hitting and bouncing, the harmonics will be out-of-phase with
the fundamental, or at least have a different phase each revolution or a changing phase
relationship. The same rational applies for the second harmonic of a loose machine.

How Frequencies Mix. The top graph in Figure I contains the time signals of a fundamental
and a second harmonic. The two signals are equal in amplitude and in-phase. The bottom
graph contains the composite mixed signal. When the two signals are in-phase, the
amplitudes add. When they are out-of-phase, the amplitudes subtract. The composite signal
is truncated on the negative side and the positive side is higher in amplitude. The second
harmonic in Figure 2 is 180 degrees out-of-phase with the fundamental. This causes
truncation on the positive portion of the signal. All machines, frequencies, signals, etc., must
obey the laws of physics. From this we can conclude that truncation at the top of the signals
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is an out-of-phase condition, and truncatio at the bottom of the signals, is an in-phase
condition. If the two signals are 90 or 270 degrees out-of-phase, truncation wili not occiu.
As the phase relation moves from 90 to 270, some truncation will occur on the top half of
the signal. As the phase relation moves tiom 270 to 90 degrees, some truncation will occur

truncation occurs at 0 degrees, and out-of-phase when maximum truncation occurs at 180

degrees, based on the cosine function. Both of these time signals will produce the same
spectrum of the fundamental and a second harmonic similar to the spectra in Figure 3.

In a perfect set of meshing gears, a low amplitude of gearmesh frequency could bc generated.
Each cycle would be sinusoidal and the same amplitude. When imperfection in the gears is
introduced, the amplitude of gearmesh frequency increases, and modulations occur at the
speed of the offending gear(s). These modulations can occur at 1, 2, 3, etc., times gear
speed. In this case, the gearmesh frequency is the carrier and the gear speed is the
modulator. If the modulator is sinusoidal, simple double sideband (DSB) amplitude
modulation occurs. For example, if a 27-tooth gear is in mesh with a 61-tooth gear and the
speed of the 27-tooth gear is 29.6 Hz, the gearmesh frequency would be 27 x 29.6 = 799.2.
Figure 4 contains the time signal and frequency spectra that could be produced. The two
sidebands at 29.6 Hz are in-phase with the carrier. It may be difficult for a real set of gears
to generate this signal, however, it does prove some points. Fi.st, the amplitude of the
sidebands is determined by the percentage of modulation. If only one sideband was present,
the percentage of modulation would be 0.1 +0.3 = 33%. Since both sidebands are in-phase
with the fundamental, the amplitudes add. Therefore, the percent of modulation is (0.1 +
0. 1) + 0.3 = 66 percent. The percentage of modulation can also be calculated from the time
signal.

A wax - A min 0.50 - 0.01 0.4• --66%
A max + A rin 0.50 + 0.Oi 0.6
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1Double Sidebnded Amplitude Modulation.

Scnfrequency identifies the problem; amplitude and harmonic contcnt indicates problem
sert.Gearmesh frequency modulated by gear speed identifies the problem gear. The

! phase relationship identifies Iocseness and/or ecccntricity. If this signal was demodulated,
the carrier would be lost and tile modulator would be retained. However, one times gear
speed, and gearmesh frequency modulated by gear speed are completely different problems.
Phase is also lost with demodulation. In other words, demodulation and envelope de' ection
destroys the intelligence required for accura.tc diagnosis.

Over modulation occurs when the amplitude of the modulator is greater than the amplitude
of carrier. In such cases, the sideband may be higher than the ca rrier. Over modulation
causes phase reversal, and results in distortion of the modulator or envelope. Simple
envelope detectors and/or demodulators may not recover the complete envelope or modulator

S when phase reversal occurs. This poird may he moot because r. demodulated signal is
meaningless when diagnosing rotaiing machinery problems. However, 'istortion of the
modulator may cause additional sidebands.

Single sideband (SSB) modulation approaches the modulation caused by some gear problems.
SSB produces an upper single sideband (USSB) or a lower singlk sideband (LSSB). If the
phase is negative at the summing point, the LSSB is produced If the phase is positive at the
sum ming poirn, the USSB is produced. Pure SSB modulation may not be possible in rotating

machner beaus ofphase changes, distortion, over modulation, and noise. The type of
moduatin otenoccurring in machines is vestige sideband modulation (VSB). This means

the sidebands will be higher on the upper or lower 'ide of the carrier. For example, an
eccentric gear is normally in-phase with the gearmesh frequency. The envelope or modulator
is gear speed. 1Ihis results in VSB with the upper sidebands aumplitude higher than the lower
sidebands. The lower sidebands are caused by some out-of-phase or changing phase
condition. A loose gea" is normally out-of-phase with geanmesh frequency. However, gear
speed could be in-phase with gearmesh frequency some of the time. When gear speed is in-
phase with gearmesh frequency, VSB modulation can occur. in this case, the amplitude of
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the USB will be less than the LSB. The distortion in the envelope/modulator caused by
looseness, eccentricity, and noise can cause several sidebands to occur on both the upper and
lower side.

The mathematics that prove the above theory have been omitted because of length. However,
the analytical theory is well documented in several Communication System textbooks. The
third edition of Communication Systems, by A. Bruce Carlson published by McGraw-Hill is
very good. The reader should know the signals generated by rotating machines. Otherwise
it may be difficult to recognize which communication principals apply to vibration data.

The first case history concerns a gear with high places. The gear speed is about 2 Hz and
the gear has 84 teeth. Gearmesh frequency is 2 x 84 = 168 Hz. The gear is constructed with
five (5) spokes, and has a high place at each spoke. This problem is fairly common in gears
with spokes. When these gears are mounted on a shaft with an interference fit, the expansion
is greater at the spoke. This expansion often causes the gear to be out of tolerance at those
locations.

Figure 5 contains the rrequency spectra from the gear. Frequency is plotted on the x-axis and
amplitude L; plotted on the y-axis. The spectral line at 10 Hz is five (5) times gear speed.
The spectral line at 168.6 Hz is gearmesh frequency within measurement accuracy. The
gearmesh frequency has upper sidebands at 178 and 188 Hz. Lower sidebands are present
at 158 and 148 Hz. However, the amplitude of the LSB is much lower than the USB. The
10 Hz modulations are five times gear speed. This simple problem does not require data on
other frequency ranges or a zoom. However, a time domain signal is required.

The time signal in Figure 6 produced the above spectra. Figure 7 contains one revolution of
the gear. The individual cycles of gearmesh frequency are clear in this signal. Please note
the time signal is truncated on the negative half. This indicates an in-phase condition. As
the teeth near the spokes go into mesh, the amplitude increases and then decreases as the teeth
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at the spoke move out of mesh.

This writer believes that gears with spokes should be avoided. If these gears must be used,
pitch line runout must be checked again after the gear is installed on the shaft.

The second case history concerns loose gears with eccentric teeth. The gear has 126 teeth
and the speed is 2.82 Hz. The meshing gear (2) has 81 teeth and a speed of 4.38 Hz. Figure
8 contains the output of the Gears software program for evaluation of gears. This product
indicates the gears have an improper ratio because the two gears have a common factor of
9. If the improper ratio was the problem, we would expect to see frequencies at 1/9 the
gearmesh frequency or 39.42 Hz and harmonics. However, this is not the case.The spectrum
in Figure 9 was taken from the gears. The spectral line at 177.5 Hz is half gearmesh
frequency. Please note the amplitude is 0.06 IPS. This frequency can be caused by eccentric
gears with a common factor of 2, 4, or 6, etc. This is not the case here. Half gearmesh
frequency can also be generated when some teeth are eccentric. For exampie, every other
tooth could be wider or thinner, and/or every other tooth could have pitch line runout. One
group or several groups of teeth could have these or similar eccentricities. The spectral line
at 355 Hz is gearmesh frequency within measurement accuracy. The wide band of spectral
lines around 522 to 537 Hz is 1.5 times gearmesh frequency. The spectral line at 210 Hz is
2 times gearmesh frequency. The widebanded spectral lines and the white noise indicate
looseness.

A zoom is required for accurate diagnosis. Figure 10 contains a 40 Hz window around
gearmesh frequency. The amplitude of the lower sidebands at gear I speed (2.8 Hz) is higher
than the upper sidebands. This indicates gear I is loose. Gear I could also be eccentric
because of the higher harmonic content of the USB. The upper sideband at the speed of gear
2 (4.33 Hz) is higher than the LSB. I his indicates gear 2 is eccentric.

Gear L: GEAR UC1 GEARS PRGGW Gear 2: 1055
Teth: 126 U1F: 14 Common Factor: 9 Teeth: S1 UCF: 9
Spemd: 2.92 Ratio: 1.56 /1.00 Speed: 4.33
Dia: 33.00 Val: 1690 OF: 354.80 HTF: 0.31
AGI: 9-11

FE NI SRED

N/

' / 0

/

* 1/9 I:=39,42 2/9 (I78S.84 1/3 (iW115.l7 4/9 0NU1S7.69
5/9 aKLS9?.tI 2/3 O61434.33 7.'9 W(NiM.94 % /9 61:.31.3
1/2 0"177.40 1 1/2 aWG332.20 2 M=09.W 3 OM=1064

F!gure 8. Gears Program Output of Gears in Mesh.
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A time signal the length of the reciprocal of the hunting tooth frequency, HTF is required for

best accuracy. ('.3)- 3.23 seconds of time That time signal cannot be presented here
t(0.3/

because of length.

The next best option is to look at a couple of smaller tine periods. Figure I I contains 178
msec of the time signal from the gears. Remember, this is only 178 milliseconds out of 3.2
seconds. Several points should be made. The zero-to-peak amplitude varies from 0.21 IPS
to over 1.2 IPS! Th. individual cycles are gearmesh frequency. The higher amplitude of
every other cycle is half gearmesh frequency. The amplitude of the half gearmesh frequency
is 1.2 IPS. The amplitude of this frequency in the above spectra was only 0.06 IPS. This
indicates only a few teeth are eccentric and half gearmesh frequency is generated during a
small pertion of each revolution.

A closer look at the time signal reveals more information. Figure 12 contains about 20 msec
of the time signal. Each cycle is gearmesh frequency. When every other cycle is higher in
amplitude, that is half gearmesh frequency. Every other cycle of gearmesh frequency is
truncated on the negative side. This indicates an in-phase condition. The ime period for 532
Hz (1.5 x geannesh frequency) is 1.87 msec. The time period for 710 Flz (2 x gearmesh
frequency) is 1.4 msec. The harmonic appearing near the bottom of each cycle could be 1.5
or 2 times gearmesh frequency or both. the slight phase change can be observed from cycle
to cycle. The diagnosis of these gears would be as follows: Gear 1 is loose and has some
eccentric teeth. Gear 2 has some eccentric teeth. The eccentric teeth are much more serious
than indicated in the frequency spectra.

The eccentricity is probably caused by the manufacturer. The gears could be repaired or
fixed by match grinding if the problems were identified early enough. Of course, a better
solution would be to specify the proper AGMA gear quality during acquisition. Then if the
problem occurs, have the gears replaced under warranty. In eithcr case, a failure is prevented.
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Conclusion: If the correct hardware, software, and technology are placed in the hands of
skilled analysts (engineer or technician), rotating machinery problems can be accurately
diagnosed and failures can be prevented. If the time signal and phase is riot used, the
diagnostics can have an error content of 30% or more.
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CONDITION BASED MAINTENANCE
IN

POWER GENERATION

T. James Du Bois

Du Bois & Associates
P.O. Box 98

Tujunga. CA 91043-0098

Abstract: The use of Coiidition Based Maintenance (CBM) is a new
concept in the highly reg.lated environment of the Power Generation
industry. The industry is changing, however, and one company,
Southern California Edison, has initiated CBM to meet its efforts to
lower mahitenance costs while maintaining system reliability. The
reasons for implementing CBM, the goals of the program, the methods
used to implement it, the obstacles that had to be overcome and the
successes resulting from its implementation are the topics discussed in
this presentation.

Key Words: Attrition; auxiliaries; boilers; benchmarking; breakdown
maintenance; condition based maintenance; contractor displacement;
decentralization; predictive maintenance; preventive maintenance; root
cause analysis; turbine-generators.

Introduction: For decades the Electric Utility Industry experienced
steady, at times even rapid, economic growth. The utilities benefitted
from having designated service territories and, being regulated by
federal and state bodies sympathetic to economic growth and reliable
service to customers. With the oil and gas shortages in the 1970's,
things began to change.

Predictions of hih prices for oil spurred the search for alternative fuels
financed in part by federal subsidies. Federal legislation made it
mandatory that renewable energy resources be used whenever possible.
As the prices of fuel were normally passed on to the consumer, the cost
of electricity began to rise. Rate payer groups concerned with these
costs began to form and demand new regulation of the utility industry.
Deregulation was a definite possibility at both the federal and local

* levels.
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The environmental movement showed that air quality. water qualit ,
and solid waste disposal were national problems that needed to bet addressed. The nuclear utilities came to national attention with the
accident at Three Mile Island. The costs of building nuclear plants
soared. The siting of any new generating station became difficult with
the requirement for Environmental Impact Reports and extended
regulatory review processes.

New energy producers emerged. Some were large industries desirous of
lowering their energy bills and supplying energy for their own use, but
able to sell surplus energy to the utility or others. Some were new
energy producers who would sell their energy to anyone. Some were
renewable energy resources. In other words, the utilities found
themselves in a competitive market place for the first time in a long
while.

The utilities have been restructuring their organizations and methods
to meet these challenges. One of the leaders in these changes is the
Southern California Edison (SCE) Company. Within SCE the Power
Production Department has taken a bold new direction in an effort to
lower their Operating and Maintenance (O&M) cost. Their new direction
includes the usage of Condition Based Maintenance (CBM).

Southern California FAison: Southern California Edison is a con -*my
within SCECorp. SCE serves a 50,000 square mile territory that
extends from the San Diego County boundary on the south to Santa
Barbara City and Tulare and Mono Counties on the north. The service
territory extends from the Pacific Ocean on the west to the Nevada and
Ari.ona borders on the east. SCE serves over 4,000,000 installed
electric meters. Within this service territory there are municipal utilities
that serve cities such as Los Angeles, Pasadena, Burbank, and Glendale
and the County of Riverside.

The Power Production Department is one of several departments in
SCE. It consists of six divisions: Steam Generation; Business Strategy
& Policy, Hydro Generation; Transmission / Substation; Power
Production Administration; Power Systems Engineering & Construction,
and Civil Engineering & Construction. The Power Produntion
Department does not include nuclear facilities. All nuclear generation is
administered in a separate department.

The Steam Generation Division consists of seven oil/gas fired
conventional steam generating stations, two combined cycle generating
stations, and two coal generating stations. These stations contain over
50 individual generating units, capable of prcducing 12,000 MW of
electric power
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The Transmission Substation Division includes 4800 miles of bulk

power (over 220 kV) transmission lines, 200 trallbmission substations,
704 distribution substations, and 7200 miles of sub transmission
(161/33 kV lines.

The Situation: The off/gas generating stations had been providing
almost 60% of the power generation market in 1982. However. by 1990
renewable and cogenerating Qualfying Facilities (QF's) operating in a
baseload mode have succeeded in taking away SCE's market share of
Southern California generation. SCE purchases up to 5000 MW of
baseload power daffy to supply the service territory. As a result SCE
generating units have been required to operate in cycling modes that
require them to start up in the morning to be ready to supply power
during the daily peak but to nhutdown or to run at low power
generation levels during the night. Capacity factors for the oil/gas units
dropped to an average of 17%.

Loss of market share and adverse regulatory outcomes could create a
'death spiral' for service quality. Loss of market to baseload competitors
could affect the ability to dispatch power, result in station closures,
force layoffs, reduce system reliability, and cause brownouts or other
generation related hiterruptions of service. Obviously these results were
unacceptable to SCE.

SCE has assets that are valuable to its customers. The hydroelectric
assets provide the lowest cost generation while preserving the
environment. The coal units are the low total cost source of base-loaded
energy. The conventional gas/ofl units provide low-cost capacity to
meet intermediate and peak load needs and load following
requirements. The other generating assets provide the diversity
esseutial W assuring reliable service.

Structuring for Change: The senior management of SCE recognized
that changes were required to compete in the new market of power
generation. The changes began in the Steam Generation and Business
Strategy and Policy Divisions of Power Production.

The first change was in the business management approach.

During the 1980's the management approach withhi the Steam Division
was control oriented. Central Office management was in command and
zontrolled almost all activities of the field locations (generating
stations). 'Tb control budget expenditures a five year program of cost
containment was instituted which simply set limits to the budget
without concern to priorities of replacement of equipment. The general
attitude was that the Central Office knew best and the stations should
follow instructions. The relationship with the unions was one of 'us' and
'them' and most often of 'stick' not 'carrot'. These methods were all
changed in a new management approach for the 1990's.
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The 1990's business management approach was one of involvement at
all levels. The employees are an integral part of the business and had to
understand the issues, goals, strategies, and results of performance.
This was a culture change. The employees had to have and know they
had the power to influence decisions that affect business performance.
Business necess- ty dAves the need for change. Communication became
an integral part of te success of the changes.

A focused Business Strtegy was developed which was based on
competitive success. lb develop a hig-Jer penormance ethic, defined
goals were e%*,hish-d wiobined with an incentive award program for
achieving those goals.

Starting the Change: The first step was an organizational change.
Var-agement responsibilities were decentralized, giving to each of the
generating stations the responsibility for administering locally their
budgets and operating and maintenance activities.

The second step was to establish strategy action task teams involvcd in
pursuing initiatives for improving cost competitiveness and efficient
capital utilization. These task teams were made up of employees from
all levels within the Division to obtain the broadest representation and
involvement.

The Maintenance Team charter was to recommend an approach to
maintenance that would achieve a 35% improvement in maintenance
expenses while maintaining reliability and availability of the system.
The Management Processes Team charter was to reconmmend an
approach to improve the effectiveness of management processes and
business focus.

The Centralized Services Team recommended revised approaches to
increase the value and cost-effectiveness of tasks and services
centralized resources provide to their customers. The Multiskilling
Team investigated approaches to achieving a more multiskilled work
force. The Communications Team charter was to recommend an
approach to building effective communications throughout the
Divisions on strategy and change initiatives.

The third step was to benchmark the performance of the generating
stations against the generating stations of other utilities and against
independent producers of power.

e Changes, The Maintenance Team identified several methods for
improving costs. The methods were associated with the two major
categories of overhaul and non overhaul costs. In review of the
recommendations it became obvious that a better understanding of the
condition of the equipment to be repaired was required.
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Prior to 1992, the maintenance philosophy was primarily tine-based.
Planned maintenance was performed on a preset schedule. Specified
time intervals developed from experience, original equipment
manufacturerl' (OEM) recommenditinns mid judgment, formed the
basis for au,li32y overhauls as well as routinely required maintenance.
Turbine-genemtor overhauls were derived from formulas based on
operating time. Breakdown maintenance w&3 performed when
necessary to repair equipment that failed prior to the scheduled
outages. Major boiler maintenance was scheduled to coincide with
turbine-generator overhauls.

This resulted in an increasing workscope for major overhauls, an
increase In the duration of the outages and rapidly increasing costs.
Unfortunately, some equipment was overhauled or subjected to
maintenance needlessly. In addition, some equipment suffered from
human interference and performed less efficiently after being
overhauled or maintained, thus resulting in increased operating costs.

lb correct this situation and to achieve the goal of reducing operating
and maintenance (O&M) cost by 35%. a Condition Based Maintenance
program was recommenc 'd and adopted by the generating stations.
Condition Based Maintenance (CBM) is a maintenance philosophy that
uses the most cost effective methodologies for the performance of
equipment maintenance. CBM incorporates a conscious selection
process to apply various maintenance philosophies to specific types of
equipment, depending on the significance of that equipment to the
generation process. It includes the following maintenance philosophies:

Break-down Maintenance: Applied to non-critical, low-cost
equipment that would not affect reliab~iity, safety or
environmental concerns if it failed.

Preventive MainteIancePMh Time-based tasks on either
critical or non critical equipment, including routine
lubrication, instrument checks, or electrical testing.
Generally applied where application of available
technologies or testing would not effectively detect a
developing failure. Machinery assessments are scheduled
on a PM basis.

PrL detive Ma itenancePdh: The detection of developing
equipment failures in their early stages and detemiing
the need for repair or replacement, using various
monitoring, testing, analysis, diagnostic and inspection
techniques. Failure modes are detected in the early stages,
allowing planned maintenance outages.
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Eroactive or Root Cause BaSe Maintenance: Application of
systematic methods to determine the basic cause of
recurring maintenance problems. The objective is to
eliminate or minimize the need for maintenance byI determining predominant failure modes and causes.
Redesign of equipment, or revision of other factors that lead
to unnecessary maintenance are addressed.

The condition of major equipment is periodically assessed by the
methods and procedures previously selected as being applicable for
each specifc machine. The results of these assessments form the basis
for the decisions on when major maintenance should be performed. The
asessments are on-going based on changing conditions of each
machine. In many cases an overhaul can be deferred for an additional
period of time, in which case another assessment would be scheduled.

It is recognized that even the most sophisticated present-day
technologies cannot detect all incipient failures. Thus, there is some
additional risk associated with CBM. In many cases, judgments must
be made based on historical data or other factors, such as cost
considerations.

Tie cost reduction or savings associated with CBM occur in the

following areas:

1. Elimination of unnecessary maintenance.

2. Early detection of developing failures, allowing planned
repairs before damage becomes extensive.

3. Reduced maintenance requirements by performing
overhauls only when the condition indicates a need.
Savings are realized over a long time interval.

After the agreement to implement CBM, presentations on the principles
of CBM were made for the management teams at each generating
station, and these teams then adapted CBM to their specific location.
CBM Coordinators were appointed at each station as the point for
implementation.

Initial assessments of critical equipment at each location were made by
an Assessment Team that consisted of experienced maintenance and
enghleeang personnel. It was recognized that these assessments would
not be complete, but merely a "kick-start", forming the basis for each
location to provide more detailed infonnation. Included in these
assessments were historical data, known existing conditions,
performance data, and the results of inspections and minimal testing.
An assessment document was completed for each equipment or device,
showing all known conditions and recommendations for future
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maintenance or inspections. Recommendations for future overnaus
were made. Annual cost projections were made both on the original
overhaul schedule, and on the CBM Assessment Teamvs recommended
schedule. Each station then reviewed and added to the assessments asi appropriate. Cost savings due to CBM were projected based on the

differences between the original and CBM overhaul schedules.

As each station progressed in implementation, various approaches to
CBM began to emerge. Emphasis was rm differing aspects of CBM at
each station. Many innovative approaches were tried and developed.
The CBM Coordinators held regular meetings and were able to
communicate both successful and failed methods.

The Iteuwitu: CBM was initiated at the generating statioas in the Steam
Divion in the latter half of 1991. Therefore, 1992 became the first full J
year in which the effect of CBM could be evaluated. The results were
encouraging. A $39.5 million cost improvement was recorded in the
Division's Expense Budget over 1991's recorded expenses!

The $39.5 million cost improvement was divided into two categories:
$18.5 million in sustainable productivity improvements and $21.0
million in transition year cost reductions. The $18.5 million in
productivity improvements were particularly signiflcant since they are
projected to continue into the future. CBM accounted for $8.4 million of
the cost improvement and was due to the elimination of unnecessary
maintenance and improvement of maintenance practices. By reducing
the maintenance required by station personnel, these personnel were
able to be assigned tasks that would have required the services of
outside contractors. This contractor displacement amounted to $4.4
million. Reducing the number of outside contract work resulted in
greater competition for the remaining contracts resulting in a further
cost Improvement of $3.3 million. An additional $2.4 million in cost
improvement was attributable to reductions in supplies and improved
procurenment practices.

Transition year cost reductions of $21.0 million are not expected to be
repeated to the same amount in future years. Whenever a new program
such as CBM is instituted there will be reevaluations of the schedule of
the overhauls. By readjusting the schedule of several overhauls planned
for 1992, a total $15 million was saved. This also allowed some stations
to perform with station personnel some work that would normally be
done by temporary labor resulting in a cost reduction of $2.1 million.
By adjusting the operational schedules of the plants someenvironmental fees were offset for an additional $2.1 million. Other
miscellaneous savings amounted to $1.8 million.

7lb further evaluate the effect of the CBM program, the average cost of
turbine-generator overhauls under CBM was forecast for the years 1993
through 1997 and compared to the average cost of overhauls for the
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past ten years (not including 1992). The comparison showed a
reduction of $6.3 million per year.

The cost improvements in 1992 Included the attrition of 151 permanent
Power Production Department personnel. The Department expects to
further reduce by attrition an additional 520 personnel by the year
2000. Some of these persennel will be in the Steam Generation and
Business Strategy and Policy Divisions, thus further reducing the O&M
expenses.

The Future: Singular success in one year does not mean that SCE has
achieved its goal of being competitive in the power generation market. It
does point to the fact that significant improvements in cost reduction
can be made in the Power Production Department by:

1. Placing increased attention on making cost-effective
capital expenditures that result in reduced operating
and maintenance expenses.

2. Becoming more aggressive in cost management.

3. Establishing long-term business planning and tracking.

7b achieve these objectives the Steam Generation and Business
Strategy and Policy Divisions have established Business Plans for the
Divisions and for each of the organizations within the Divisions. These
Business Plans set out goals for performance that if achieved will attain
the competitive position desired by the Department. These performance
areas include: Safety, Environmental Compliance, Operational
Performance, Efficient use of Capital, and the Reduction of O&M
expense of 35% by 2000 through CBM.

Conclusion: Although the final success of their CBM program will not
be seen until the year 2000, Southern California Edison has made a
significant step in reducing the operating and maintenance expenses of
the Power Production Department through the imp!ementation of a
Condition Based Maintenance program.
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A NEW APPROACH TO GEAR VIBRATION DEMODULATION
AND ITS APPLICATION TO DEFECT DETECTION

.Jun C. James Li
Department of Mechanical Engineering Department of Mechanical Engineering

New York Institute of Technology Rensselaer Polytechnic Institute
Old Westbury, NY 11568 Troy, NY 12180

Abstract: A new scheme for gear vibration demodulation is described. First, a gear
vibration model that includes amplitude and phase modulations is proposed. Based
on this model, an algorithm which considers all tooth meshing harmonics as
modulation carriers is established. This algorithm derives amplitude and phase
modulation signals from a gear's vibration signal average obtained by synchronized
averaging. This iterative algorithm first finds an approximation to the phase
modulation signal from the signal average. Using the phase modulation signal, the
amplitude modulation signal is then ideatified from the signal average. The
effectiveness of this scheme is confirmed and compared to the state-of-the- art using a
vibration average of a gear which has tWo defects of different sizes.

t Key Words: Condition monitoring; Demodulation of gear vibrations; Gear defect
detection; Gear vibration model; Signal analysis; Signal processing; Vibration
analysis.

1. INTRODUCTION

For years, monitoring the condition of power transmissions has been deemed
imperative. As indicated in an Army report (US Army, 1976), power plants and drive
ystems contributed to 68% of flight safety incidents related to failures in mechanical

systems and to 58% of direct maintenance costs. Thus, gearboxes, the core of power
transmission, have received considerable attention in the field of condition monitoring
and fault diagnosis. In particular, gear localized defects have been extensively
studied, since a large percent (60%) of gearbox damages are due to gear faults, which
in turn are mostly initiated by localized defects. For exarnple, a study on gear faults
(Allianz, 1978) reported that three types of gear localized defects, nmely, forced
fracture, fatigue fracture, and incipient cracks, were responsible for about 90% of gear
faults found in gearboxes (56% 17% , and 16%, respectively).

Vibrations externally measured on a gearbox have been used to monitor the operating
condition of the gearbox and diagnose the fault, if there is any, without interfering
with the normal operation. The most common method employed for examining
mechanical vibration is spectral analysis, by which defects such as eccentricity or
local tooth damage are expected to be identified by increases of modulation sidebands
in the spectrum. These sidebands are located on both sides of gear tooth meshing
frequency and its L.armonics, and are separated by integer multiples of gear rotation
frequency. For example, the ratio of the sideband power to the carrier (tooth meshing
frequency) power, called SBratio, was investigated (Dousis, 1986). However, the
recognition of modulation sidebands is difficult due to the large number of gears,
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rotating at different speeds, contained in a gearbox. Moreover, the sensitivity of
spectral sidebands to localized defects is iow because modulations produced by a
localized defect are transient events (Randall, 1982) and consequently, are inherently
unsuitable for spectral analysis which assumes stationarity of signals.

In addition to spectral analysis, some statistical parameters, such as non.-
dimensionalized sixth moment (Astridge, 1986) and some other mean value based
indices (Rose, 1990), have been established to assess the condition of gears from their
vibrations. This type of technique usually has to be applied together with a trcnd
analysis and thus the whole history of parameters must be monitored. Unfoitunately,
as the modulation of short duration does not change statistical properties of the
overall vibration by much, they are frequently insensitive to localized defects,
especially to incipient ones. Furthermore, most of these statistical parameters are
dependent on the operation conditions such as load and speed, and consequently have
limited practical uses.

To a large extent, vibrations produced solely by a gear and its carrying shaft exhibit a
repetitive pattern from one rotation to the next. Thus, there is a strong
correspondence between time domain features of the vibration signal and angular
positions of the rotating shaft. To obtain this angular position dependent signal from
noisy measurements, the synchronized signal averaging (Braun and Seth, 1979),
which has the effect of a comb filter, maybeemployed. Vibrations of the gear of
interest are sampled at the same angular positions for a number of rotations and
samples corresponding to the same angular position are then averaged over the
rotations. This widely adopted pre-processing procedure offers noise reduction and
removal of interferences from components rotating at different speeds. The result,
called signal average, is a function of angular position that shows the repetitive
vibration pattern of tooth meshing, including any modulation, over one rotation.

For advanced gear defects, a simple visual inspection of the signal averagemay be
sufficient to detect the damage, as in a case that will be shown shortly (Fig. 2). But
the detection of defects at a very early stage requires sophisticated signal detection
and processing techniques to enhance the defect information contained in the signal
average Due to the modulation nature of defect related vibration, a number of
existing gear defect detection techniques consider amplitude and phase modulations
as defect signature. It has been found (McFadden and Smith, 1985) that by bandpass
filtering the signal average about the largest meshing harmonic, eliminating that
harmonic and then enveloping, a signal considered representing the modulation
energy could be obtained. A further study (McFadden, 1986) tried to demodulate the
signal average around the largest meshing harmonic to provide both the approximate
amplitude and phase signals. However, in all these studies, only a single tooth
meshing harmonic and its sidebands were utilized to find the modulation signals,
while, in fact, all meshing harmonics carry information about the modulation signal.
Consequently, a lot of useful modulation information were ignored or misinterpreted.

In this paper a new gear vibration demodulation scheme is described. As opposed to
the narrowband approach mentioned above, the scheme takes all tooth meshing
harmonics into consideration as modu!ation carriers and recovers amplitude and phase
modulation signals from the wide band signal. Since gear localized defects produce
local modulations to gear vibrations, they can be easily identified from modulation
signals by inspection. The effectiveness of the scheme in gear localized defect
detection is examined with the vibration average of a gear containing both an
advanced defect and a smaller defect.
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2. GEAR VIBRATION MODEL: MODULATIONS

This section presents a gear vibration model based on which a demodulation scheme
will be derived. To establish such a model, let us consider a pair of perfect mating
gears whose teeth are rigid with exact involute profile, and are equally spaced. Such
a pair of gears would transmit exactly uniform angular motion in the absence of
distributed defects such as runout, imbalance, and misalignment. Any deviation from
this ideal situation wili cause variations in both angular displacement and velocity,
i.e., the transmission error, which in turn results in variations in the force transmitted
between the meshing teeti. Vibrations will then be generated and transmitted
everywhere in and on the gearbox through the gear-bearing-shaft-hearing-casing path.

Then consider a pair of gears whose teeth are not rigid but otherwise the same as the
aforemenzioned perfect gears, meshing under constant load at constant speed. Since
the contact stiffness varies periodically with the number of teeth ini contact and with
the contacting position on tooth surface, vibration will be excited at tooth meshing
frequency. After being synchronously averaged, the vibration of this pair of gears
may be approximately represented in terms of tooth meshing frequency f,, and its
harmonics:

K
x,(t) = X Xk cos(2rkf,,t + k)' (1)

k=O

As mentioned in the previous section, the vibration can be viewed as a function of
angular position 0. Therefore, we shall express the vibration of a gear with N teeth
as:

K

x(0) = X Xk cos(kNO + k) (2)
k=O

Now take into consideration the tooth profile error, tooth spacing error, and defects.
All these will vary contact stiffness and therefore produce changes in the amplitude
and phase of the vibration at meshing frequency and its harmonics as they go through
the meshing. Let these changes be described by the amplitude and phase modulating
functions ak(0) and bk(O), then the modulated vibration is

K

y(0)= I 4- ak(O)]Xkcos[kNO+4k +bk(9) ]  (3)
k=O

The amplitude modulating function changes the envelope of c(8), and therefore
should be independent of tooth meshing harmonics. On the other hand, since the
phase modulating signal at any given instant produces the same time delay to all tooth
meshing harmonics in the vibration, i1 is linearly proportional to the harmonic number
k. Thus Eq. (3) is simplified into:

K

y(0) =[I + 4(o) X Xk cos[kNO + Ok + kb(Q)J (4)
k=O
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where a(O) and b(O) themselves can be expanded into Fourier series in harmonics of
rotational frequency of the gear:

P
a(O)= A, cos(pO + (Xp) (5)

p= l

i: Q
b(O) = oBqCOs(qO + q) (6)

q=i

This is because, obvi., sly, they repeat themselves from one rotation to the next, as
the signal average does.

If the modulating functions a(O) and b(O) can be extracted from the signal average

y(O), then we will be able to evaluate the gear condition and detect any defects on the
gear because information on tooth variations from average is carried in a(O) and b(O).
In the following section, an algorithm for extracting modulation signals from the
signal average is derived and applied to gear localized defect detection.

3. DEMODULATION METHOD

3.1 Separation of Phase and Amplitude Modulations: Suppose that amplitude and
phase modulating signals a(O) and b(O) are narrow-band signals, ccntaining no
components with frequency higher than the tooth meshing frequency, i.e., O<P,Q<N.
Then the analytic signal ya(O) of real measurement y(0) can be approximated by
(Rihaczek, 1966)

K
y(O) = [I +a(9)] Xexp{j.[kNO+ Ok +kb(0)]} (7)

k=o

where j is the complex numeric, and y,,(0) has y(0) as its real part and the Hilbert

transform 5(9) of y(0) as its imaginary part:

y = y(6 ) +j.() (8)

f() = )"(L) (9)
ir 0-6

Let

K

z(e) = X exp{j [kNO + 0, + kb(6)]} (10)
k=O

then Eq. (7) becomes:
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y (0) [l+ a(O)] z(O) (1)

Note that the real signal [l+a(9)] does not contribute phase angle to the right hand

side of Eq. (7). Therefore, complex signals y,(O) and z(O) have the same phase angle

for all 0. If we know Xk and 0k, we can find b(O) by equating phase angles of ya(O)

and z(0), and then a(O) can be solved from Eq. (11) by

a(o) - - (12)Ilz(o)ll

However, Xk and ok are not readily available. In the following, an analysis is given to
find the relationship between these quantities and modulation signals. Then a
demodulation scheme will be derived.

3.2 Meshing Component Retrieving: Instead of having Xk and Pk , what we have

are Fourier magnitudes Y and phase angles (p of the signal average y(8) through its
Fourier expansion

L

Y(O) =I Y cos(10 + (t) (13)
1=0

To obtain Xk and 4ok from y(O), we compare tooth meshing harmonic in the model (4)
and the measurement described in Eq. (13), which are two different expressions of the
same signal.

Assume that the influence on a carrier, i.e., one of the tooth meshing harmonics, from
modulation sidebands of its two neighboring carrier harmonics is negligible. This
means that sidebands of a tooth meshing harmonic caused by modulations are
negligible when they are away from that tooth meshing harmonic by more than the
tooth meshing frequency. Then the modulation effect on each carrier component may
be examined individually. In other words, for a particular pair of Xk and O5k, the
modulation on the k-th meshing harmonic, which is the k-th term in model (4)

[I + a(O)]Xk cos[kNO + 4k + kb(O)J

will be examined. Noting that amplitude modulation does not change the magnitude
and phase of the carrier, i.e., the mesl,!r.- harmonic, we can consider only the phase
modulation for examining the carrier component. Without amplitude modulation, the
k-th term in Eq. (4) becomes the following:

v(9) = x, cos[kNO + k + kb( O)]

V o )(14)= Vi cos(i0 + Y, )
i=0
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When i=kN, Vi and y1 give the Fourier magnitude and phase at the k-th meshing
harmonic, which should be equal to those given by the measurement y():

VkN = kN (15)

AkN = PkN (16)

On the other hand, Xk and ok.can be calculated from VkN and YkN by the following twoequations (see Appendix):

Xk = V--N(17)

Mk

Ok= YA7N - Pk (18)

However Mk and Pk are related with Fourier magnitudes and phases of b(t)) through

(c) (c)

Mk " exp(jpk) '| J,, ,(kq) xp~j|Z,( , +) /1() (19)
c q=1 q q-: 2 q=

where n,n2 .... nQ arc permutations of nI, n2., .n satisfying

Q
11(0q=0 (20)

q-I

and J,,(x)is the Bessel function of the first type.

Therefore, if the phase modulating signal b(O) is known, i.e., Bq and /3q are known, Mk
and Pk can be obtained by solving Eq. (19), and then Xk and OA can be recovered using
Eqs. (17) and (18).

3.3 Proposed Scheme: Above analysis provides a means to derive Xk and Ok from
the signal average when b(0) is given. These X4 and Ok can be used, in turn, to obtain
another b(O) by equating phase angles of two sides of Eq. (I1), i.e.. comparing the
phase of ya(O) and z(6). If the initially given b(O) is the actual one, it will be the same
as the newly obtained one. Using these two relationships iteratively, a procedure can
be established to find the true b(O). In the following, this iterative procedure is
detailed (see Fig. 1):

(a) Calculate the Fourier magnitudes Y, and phases fp/of signal

average y(O) at touth meshing harmonics, i.e., I=kN;
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(b) Using Hilbert transform, construct the analytic signal ya(O) from

y(O) as described in Eqs. (8) and (9);
(c) Make an initial guess on b(0);
(d) Find Mk and pk for all k's according to Eq. (19);
(e) Calculate Xk and k using Eqs. (17) and (18), then construct the

complex z(O) by Eq. (10);

(f) Compare the phase of ya(O) and z(O). If the error is small enough,

continue; otherwise, adjust b(O) and go back to Step (d);
(g) Calculate a(0)using Eq. (12).

Initia b(O) - Eq. (22)

Mi., P - Eq. (19)

Xk, Ok E.( 17), (18) ebO Pol'sMtd

z(65 Eq (10)

ar ()= arg y,,() N

~Yes

Fig. I Diagram of ,he full-spectrum demodulation procedure

In our implementation of the scheme, Powell's method (e.g. Wismer and Chattergy,
1978) is employed in Step (f) to search for the b(O) that minimizes

2n

J*(b8)) = [arg(y,,(O))- arg(z(O))1dO (21)

To reduce the computational burden, discrete Fourier components of b(O), instead of

b(d) itself, are searched to minimize J(b(O)). Depending on the initial guess of b(O),
the search algorithm may converge to ifferent local minimum of the objective
function (21) and the convergence time is different, too. The bandpass-demodulation
method that considers the largest meshing harmonic only (McFadden, 1986) can be
used to obtain a good guess for presumably, the largest carrier harmonic, carries the
largest fraction of modulation energy. Specifically. the signal average is bandpass
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filtered about the largest tooth meshing harmonic, say the k-th. Then an analytic
signal Ya(bp) is constructed for the bandpassed signal average through Hilbert
transform. The initial guess b0(O) can then be obtained by

bo (O) = arg[ya(b)]-NO (22)

4. EXPERIMENTAL INVESTIGATION

The experimental setup, as illustrated in Fig. 2, contains a three-stage reduction
gearbox driver by a variable speed DC motor. The load is provided by a disk brake
and is adjustable with a screw-spring loading mechanism. The 20-tooth input pinion
has twc artificially seeded defects of different size at teeth 11 and 18, respectively,
simulating fractured teeth at different stage. Since modulation sidebands can be
easily distorted by the effect of vibration transmission path (McFadden and Smith,
1986), torsional vibration, instead of translational vibration, is measured using a
Hoodwin 34E angular acceleration sensor based on the principle that the eddy current
induced in a disk armature is proportional to the rotational speed of the disk
(Hoodwin, 1967). To facilitate the synchronous averaging, a 450-line optical encoder
is employed to trigger the sampling of the vibration signal.

Variable speedI DC motor

Optical [
encoder 3-stage spuarbox

Brake
Torsional assembly

accelerometer and
assembly load ceii

Signal filtering, sampling, and processing

Fig. 2 Experimental setup for gear defect detection

Fig. 3 shows a signal average, obtained from 200 rotations, as a function of angular
position (tooth number), and its spectrum indexed by the rotational frequency (order).
t is obvious that an advanced fracture, like the one on tooth 11, can be detected

immediately by a visual inspection of the signal average. The larger amplitude of
vibration around that tooth indicates reduced meshing stiffness. However, the smaller
defect on tooth 18 has little noticeable effect on the signal average. Additionally, the
band-pass demodulation method (McFadden, 1986), which will be used later to
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provide an initial guess about phase modulation signal, also failed to detect the defect

(Fig. 4).

200 Vibration Average

-200-
0 2 4 6 8 10 12 14 16 18 20

tooth number

107 Power Spectrum

fi

0 !0 20 30 40 50 60 70 80 90 1 W0

order

Fig. 3 Vibration signal average and its spectrum

"amplitude modulation signal"
4 ----- -i- - - -

0 2 4 6 8 10 12 14 16 18 20

tooth number

5 "phase modulation signal"

0 2 4 6 8 10 12 14 16 18 20

tooth number

Fig. 4 Results by bandpass-demodulation method

fo evaluate the proposed scheme, we applied it to the signal average. The proposed
method assumes that a phase modulation signal can be approximated by a Fourier
series that contains up to Q=N- I (here N=20) rotational harmonics. The larger the Q,
the better the approximation is to the phase modulation, and the more computation is
required. For example, the amount of computing power required for solving Eq. (20)
for permutations nq(c), q=1,2,....Q would grow exponentially with respect to Q. To
find how sensiivethe scheme is to different Q's, we implemented the scheme with
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Q=7 and Q=5, respectively. It was found that both phase and amplitude modulation
signals were very similar in both cases. Since only a small number (5 or 7, compared
to 19 which was assumed maximum number in this case) ot rotational harmon-cs in
phase modulation signal were considered, the amplitude modulation signal should
give better indication to gear condition han phase modulation signal could. In facz,defects on tooth II and toeth 18 were obvious in the amplitude modulation signalsolved with Q=7 which is much lower than the N-l(see Fig. 5).

200 (a) signal average . ....

-200 - '0 2 4 6 81 0 12 14 16 _ 8 2(I

tooth number

2 (b) "amplitude modulation signal"

0 2 4 6 8 10 12 14 16 18 20

tooth number

Fig. 5 Vibration signal average and amplitude modulation signal

5. CONCLUSIONS

Torsional vibrations produced by a gear containing localized defects were examined
A gear vibration model which includes ang'ilar and amplitude modulations was
proposed. Means for constructing this model and then recovering the angular and
amplitude modulation signals from real signal average was established. It has been
found that the amplitude modulation signal recovered by the scheme is very sensitive
to defects compared to the bandpass demodulation scheme, although pha.;e
modulation signal does provide some indications to defects as well. Why the phase
modulation is less sensitive to the defects is die to the fact that we restrained
ourselves from approximating it v th large number of Fourier components to alleviate
the demand on computing power. Nevertheless, the amplitude modulation signal is
very effective in indicating local ,nodtilations that are associated with localized
defects.

The superiority of the proposed full spectrum demodulation method over the state-of-
the-art has been demonstrated by experimental study on a gear with two localized
dcifects of different sizes. This method successfully detected :!e advanced delect as
well as the smaller one, which is not detectable to the bandpass dtmodulation method.
It can be used for gear quality evaluation in manufacturing and gear condition
assessment and localized defect defection in on-line applications.
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I Appendix CARRIER COMPONiANTS IN PHASE MODULATION

When a sinusoidal fur.ction of angular position 0, of frequency kN with magnitude Xk

and phase ok, is phase-modulated by another function kb(9), the resulted signal can
be alternatively expressed in many ways:

v(O) = Xk cos[kNO + Ok + kb(O)]

= Xk Re{exp[j(kNO + 'Pk + kb(8O))}

= Xk Re exp kNO+ Ok + Bqcos(qO +#q)
q=1r[ Q

XkRe ehp j kNO 'k + k BqSin(qO+Iq +- (Al)
q=1

= Xk Re exp[j(kNO + Ok)] h exp j(kq sin(qO + -1q )
L ~q=1 ."

where] is the conip!x numeric, Bq and flq are Fourier magnitudes and phases of b(0),
respectively.
In order to inve" tigate the modulation effect of b(O) on the carrier component, let us
first corsider the modulation effect of only one Fourier component of b(s), say the q-
th c.omponent

97 cos'qO + fiq)
The modulated signal is

2q (0)= Xk Re e.p[j(kO,.;- Ok ).exp[j(kBq sin(qO+ +,, +2)} (A2)

The second exponential function on the right hand side is periodical wiih period 2&q,
so it has the following Fourier series representation:

expfi(kBq sin(qO +Pq + X.) 0,exp(jnq 19 (A3),,,-
where

= n  - exp[j(kB sin(qO+ 3 q + ))]. exp(-jnqO)d(qO)

= exp[in(,0 + ] exp[j( kB, sin ( exp<-jnldil  (A4)

= exp in(fl, -,.J .1]. ,(kBq)
where J,,(.%, is the Bessel function of the fiist type, which has the following properties:
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(1) Jn(x) is a real valued function;
(2) J,(x) = J,(x) for even integer n and J,,(x) = -J_,,(x) for odd integer n;
(3 JZ(x)=l1.

(3) i

Substitute (A3), (A4) into (A2),we have:

Vq(O) = XkRe exp[j(kN O + O,)]"  Jn(kB,)exp[jn(qO+Pq+

(A5)

Xk Re { ,i(kBq).exp[j((kN + nq)O + n(3 q + )

Therefore, the carrier component at frequency kN (thus n=O) is modulated from Xk
and Pk to Jo(kBq)Xk and 'k. Similarly, for the most general case (Al), it can be
obtained by induction that

v(6)= Xk Re J,, (kB1 )1J (kB2 ).. .J,,(kBQ)

II t I  nZ2  IIQ

(A6)

exp ji(kN+ Iqq)O+Ok + I.,q(q +)

q=l q=1

This is saying that the carrier componett has been affected jointly by all modulating
harmonics. Specifically, if we express v(O) by

I
v(O)= XVi cos(io + Yi) (A7)

i=0

then
VkN = Mk•Xk (A8)

kN = Pk + Ok (A9)
respectively, where Mk and Pk satisfy

Mk exp(jpk)=, J ,,(,,(kB4)exp. n(Q"}(Pq+ (A 10)
", q=l q=1

and n" 1 , ' ., are permutat'ons of n1, n2, .... nQ satisfying

Enq q0. (Al1)
q=l
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OPTICAL OIL DEBRIS MONITOR

J. Reintles, R. Mahon*, M. D. Duncan, L. L. Tankersleyt,

A. Schultz**, V. C. Chen**, D. J. Kovertt, and P. L. Howard***

Laser Physics Branch, US Naval Research Laboratory
Washington, DC 20375

Abstract: We describe a real time, on-line, optical oil-debris monitor
that is expected to provide a cumulative record of the health of
engines and gear boxes as well as advanced warning of catastrophic
failure. The monitor is based on illumination of the oil lubrication
column with a diode laser, followed by imaging in transmission of
suspended particles and identification of the particles by analysis cf
their shape and size using an on-board computerized particle
classifier. The optical monitor is capab!e of recognizing metallic and
ferrous particles, such as those from metal gears and bearings, as well
as non ferrous particles, such as ingested sand and debris from
ceramic or composite bearings. We will describe initial tests of the
concept using video detection of images of various types of particles
in flowing oil systems and will discuss computational requirements
and alternatives for real time particle classification.

Key Worde: Bearings; catastrophic failure; gears; lifetime; neural nets;
Oil debris; optical; real-time; shape classification

Introduction: Currently operating oil debris monitors detect metallic
or ferrous particles based on a combination of their magnetic and
electric properties. For example, electric chip detectors based on
completion of an electric circuit with magnetically attracted particles
can provide real time warnings of catastrophic failure. However, they
do not provide advanced warning of gradual degradation of
components, and they can be prone to false alarms. Determination of
the size and shape of individual debris particles can give information
about gradual wear of components as well as an indication of
impending catastrophic failure [11. Such Information can currently be
obtained off-line from analysis of the debris collected on magnetic
plugs, but is not presently available with on-line systems. In addition,
none of the existing debris monitors work well with non metallic
particles. As suich they are not capable of warning of the presence of
ingested material such as sand, and they will not operate with
advanced ceramic or composite bearings.
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Fig. 1. A schematic diagram of the optical oil debris
monitor, showing the illuminating laser diode, the array
photodetector and the shape classifier. Objects suspended
in the oil flow are imaged in transmission onto the array
detector, appearing as dark shadows against a bright
background.

Optical oil debris monitor: We are developing an optical oil debris
monitor that will operate with all types of debris materials. The
monitor is based on a laser illumination system that images in
transmission particles that are suspended in the lubrication flow and
classifies the particles as to shape and size in real time using on board
conputer processors. A schematic diagram of the monitor is shnum
in Fig. 1. The oil flow column is illuminated with a diode laser. The
transmitted light is imaged onto an array photodetector such as a CCD
or optical transistor array. Any particles that are suspended in the oil
column will appear as dark shadows in an otherwise bright field. The
shape and size of any such particles are determined by a particle
classifier and a record of the particle size and shape is stored in
memory. The monitor is expected to provide a cumulative record of
the health of the various engine and gearbox components and also can
provide a catastrophic warning to the pilot through the use of preset
thresholds.

The choice of system components and configuration is driven by a
combination of the practical requirements of onboard equipment and
various characteristics of the imaging system such as optical
transmission of the oil, oil flow speed , optical resolution and field of
view. An example of a set of system parameters that provide the
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TABLE 1. SAMPLE SYSTEM PARAMETERS FOR AN OPTICAL
OIL DEBRIS MONITOR

COMPONENT VALUE AFFECTED BY

LASER 850 - 950 nm OIL TRANSMISSION
WAVELENGTH DETECTOR SENSITIVITY

PULSE DURATION 1 gtsec SPATIAL RESOLUTION
FLOW SPEED

REPETITION RATE 1 kHz ILLUMINATION AREA
FLOW SPEED

DETECTOR ARRAY 1000 x 1000 ILLUMINATION AREA
SIZE pixels PARTICLE SIZE

RESOLUTION

OIL TRANSMISSION 0.1 OIL CONDITION
(2 cm path) (790 hour

_ _ _ gearbox sample)
LASER POWER I W peak OIL TRANSMISSION

I mW average DETECTOR SENSITIVITY

SIGNAL LEVEL 4 x 105 LASER POWER
photons/pixel ILLUMINATION ARFA
,____OIL TRANSMISSION

required performance, and the factors that affect the various system
components is given in Table 1.

The use of a laser diode for illumination is driven both by the
transmission characteristics of the Gil and the practicality of size
requirements for an onboard system for helicopters and other
aircraft. Optical transmission of used engine and gearbox oil (790
hours of operation) through a 3/4 inch path is shown in Fig. 2. At
visible wavelengths the oil is highly absorbing. However, there is a
sharp transition in the near infrared, and the oil is relatively

$ transparent for wavelengths longer than about 800 nm. From
comparison of a number of oil samples from various sources, the
wavelength of the absorption edge, and the transmissivity in the near
infrared appear to be dependent on the length of time the oil has
been in service and its operating history. However, for all samples
tested to date, the transmission is relatively high for wavelengths
longer than about 800 nm. This wavelerigth range is compatible with
diode lasers, making them ideal for the illumination source.
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Fig. 2. Optical transmission through a 0.75 in. path as a
function of wavelength for engine and gear box oil with
790 operating hours

The operating characteristics of the laser (e. g. pulse duration,
repetition rate, illumination area) and those of the optical imaging
and detection system are determined by a combination of the
expected oil-flow conditions and the desired spatial resolution. Oil
flow speeds for various aircraft are expected to be in the range
between a few m/sec and 10 m/sec. We have therefore based our
preliminary designs on a flow speed of 10 m/sec. The spatial
resolution is affected by the illumination area, the number of pixels in
the detector array, the flow speed and the need to image particles
that are not In a predetermined plane. The optical debris monitor is
expected to be able to detect the presence of particles as small as 10-
20 gtm, and to give size and shape determination lor particles larger
than about 100 im. We expect that a reasonably accurate shape
identification can be made with about 10 resolution elements on a
side, leading to a required resolution of -10 gim. At 1:1 imaging this
requires the detector array to have 1000 10-jim pixels in the
direction transverse to the oil flow for a 1 cm field of view. At a flow
speed of 10 m/sec, a laser pulse duration of I gsec or less is required
to freeze the motion to within a single pixel. The dimension of the
array JAI the direction of the oil flow is determined by the need to
illuminate the entire flow column, the flow speed and the pulse
repetition rate. For example, if a square array of 1000xl00 pixels (1
cm x 1 cm) is used at a flow speed of 10 rr/sec, a repetition rate of 1
kHz is needed. If on the other hand an array that is 1 mm in the
direction of the oil flow is used, then a repetition rate of 10 kHz is
needed. For these illumination areaE, currently available diode laser
powers between 0.1 and I watt are projected to provide ample
illumination levels for detection with CCD arrays.
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Arbitrary spatial resolution is achievable in principle (down to sizes of
the order of I wavelength) for particles that are constrained to be in a
predetermined focal plane. However, if the debris particles are
distributed across the ofl flow column, some of them will bc out of
iocus and therefore will produce blurred images. Geometrical
blurring at 1:1 imaging restricts the allowable defoctising at the lens
apertures required to provide viewing areas of the order of 1 cm. If
coherent light, as is produced by a single mode laser, is used the
allowable amount of defocusing is increased becausz of near field
diffraction. The outline of out-of-focus particles shows diffraction
structure, but retains the original shape for a considerable defocusing
distance. For example, we have determined that the shape of 100 Am
square particles can be identified at arbitrary positions across a 0.6 in.
pipe, and the shape of 50 pim particles can be identified across a pipe
about 0.375 in.

Imaging In transmission has been chosen in order to obtain a reliable
identification of the shape of the contour of the debris particles
without having to restrict their orientation. We have observed that
imaging of the particles in reflection (either at 900 or 1 8 0 0) gives a
poor record of the debris size and outline unless the particle Is
aligned for specular reflection. Imaging in transmission, on the other
hand, always gives a reliable record of the malor diimiensions of the
debris particles. Multiple-axis illumination can be used to
accommudate chips that are tilted or on edge to give a complete
record of the particle shape that is independent of its orientation. In
addition, the contrast between the background arid the signal
associated with the particle is always determined by the one-way
transmission of the oil column. As a result the signal strength does
not vary with the position of the particle in the oil flow, minimizing
variations in the required dynamic range.

It is anticipated that, depending on the specific application, the
lubricating oil will generally be mixed with a varying amount of air
tho, is introduced by motion of the aircraft. It is important therefore
that the oFtical oil debris monitor be able to distinguish entrained air
from wear debris particles or ingested contaminants. Air In the c!l
column generally shows up as bubbles of various diameters. Because
the index of refraction of the air is less than that of the oil, the
bubbles exhibit total external reflection for rays that strike them
farther from the center than about 40% of the radius, and behave as a
strong negative lens for rays that are closer to the bubble center. For
the imaging systems 'hat we have used, most bubbles of the order of 1
mm or less in diameter appear as dark shadows with a round or oval
shape. Some transmission is detectable at the center of larger
bubbles. Since debris particles from metal bearings and gears are
expected to have the form of thin plates with relatively large aspect
ratios and irregular contours, they ci n be distinguished from the air
bubbles on the basis of their shape, aspect ratio and contour. Viewing
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7- 2
along multiple axes can be used to confirm the identification of wear

r debris, as bubbles are expected to be round when viewed from all
angles, while wear debris will have a thin dimension in one viewing
orientation. Sand particles have been observed to appear as small
gray particles. Distinction between these particles and air bubbles
can be made on the basis of the gray level of transmission. In
addition, multiple axis viewing using both transmission and near 900
reflection can give the air bubbles a characteristic bright pattern that
can aiL o make distinction from sand easier.

Imaging experiments: We have investigated several aspects of the
optical oil debris monitor on an instrumented oil flow stand using the
arrangement shown in Fig. 3. The oil was Mil L 23699 at a pressure
of - 20 psig. Flow speeds up to 7.5 m/sec were used. Variable
amounts of air were injected at a pressure of 30 psig at a point 60 cm
upstream of the viewing position. Various types of debris (stamped
metal chips,, sand, iron filings, helicopter transmission debris) were
injected into the flow at a point 30 cm upstream of the viewing
position. The oil column was viewed through a cell with a squale flow
cross-section about 1 cm across and square windows about 1 cm
across. The laser illuminator was a GaAIAs diode that produced 100
mW peak power at a wavelength of 860 nm. The size of the laser
beam was adjusted to fill the window of the viewing cell. The palse
duration was varied between 1 and 10 psec to determine the effeci of
pulse duration on spatial resolution at high flow speeds. The oil
column was I cm across in the viewing port to accommodate the age
of the oil and the limited power of the laser diode. The oil flow
column was imaged with a Nikon f/5 50 mm lens capable of resolving
6 gim. The detection was done with a scientific CCD camera with full
frame capability. The detected area was about 480 x 440 pixels and
the spatial resolution was about 15-2G gm. Images were recorded on
a SVHS VCR that had an equivalent resolution greater than 400 lines.

CCD DEBRIS AIR
CAMERA INJECTION INJECTION

OIL FLOW -L4

VLASER

Fig. 3. Schematic diagram of experimental oil flow stand.
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Fig. 4. Image obtained at 5 m/sec flow speed showing air
bubbles and three metal chips at bottom.

An example of images obtained with this setup is shown in Fig. 4.
This image shows several air bubbles and three metal chips. The
metal chips used in this run were stamped from shini stock with a
rectangular cross section of 300 x 380 gm. One metal chip is seen at
the bottom face on, and two are seen edge on. This picture indicates
the typical appearance of debris in the oil column. Chips that are face
on are readily distinguished from the surrounding air bubbles on the
basis of their shapes. Flakes that are side on are also distinguishable
but may require a second viewing angle to identify their size. Other
observationts using sand, debris from a motor-generator failure, and
40 gm iron filings were made with the setup of Fig. 3 and will be
reported at the meeting.

Two axis mumination: Two-axis illumination can be useful to obtain
an additional perspective of the suspended particles, to aid in seeing
particles that may be partially obscured by air bubbles, and to provide
additional discyrimination between air bubbles and solid particulates.
We have made observations with a double viewing arrangement as
shown in Fig. 5. Here oie laser was used to create shadow images of
the suspended particles as bLfore. A second laser beam was passed
through the cell at 900 to the first beam and was reflected back on
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LASER 2

LASER I L. CCD
OIL FLOW X  ] CAMERA

Fig. 5. Schematic diagram of arrangement used for two axis
illumination. Light from laser 1 is imaged in transmission,
light from laser 2 is imaged in 900 reflection. The direction
of oil flow is into the paper.

SFig. 6. Image of air bubbles and grit obtained with two-axis
illumination
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itself. Light reflected from particles near 900 from the second laser
beam was also collected and imaged at the detector.

An example of images obtained with this arrangement is shown in Fig.

6. For this picture a combination of air bubbles and coarse grit was
used. The air bubbles appear as dark shadows with bright highlights.
Larger bubbles are distinguishable on the basis of their round contour
as before. The smaller bubbles appear almost completely as bright
highlights. The grit appears as small dark shadows that are easily
distinguishable from the small bright bubbles. Without the highlights,
the grit would be difficult to distinguish from the smaller bubbles.

Image Processig: There are several approaches that are possible for
computer processing of the images. In principle, classification of the
wear debris based on the particle shape, measurement of particle
size, and distinction of wear debris from air bubbles is fairly easy using
any of a number of approaches. Some of these are neural networks,
Bayesian classifiers or statistical classifiers. One of the major $
challenges in our system is the high data rate that is required because
of the combination of high resolution, large viewing area and high oil
flow speeds. Because of the presence of air bubbles, whiich are
distinguishable from the wear debris only on the basis of their shape,
it is necessary to examine every frame. Air bubbles are expected to
appear more or less constantly, while particles from wear are
anticipated to occur only every 10 seconds or less often.

RAW IMAGE PROCESSED IMAGE

l*

Fig. 7. Unprocessed image of metal chips and air bubbles
(left) and processed image (right) showing objects that
have been identified as "not round".
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One strategy being considered takes advantage of this situation by
eliminating air bubbles on the basis of their characteristic round
shape in a rapid preprocessing step. Any remaining images of
particles can be transferred to a particle classifier for further analysis
as to size and shape. The first step, screening out air bubbles,
however, must be fast and must be capable of handling the full flow of
data. One approach is to use a low resolution convolution to identify
the centers of any objects within the field of view and a simple radial
spoke comparison to reject all objects that are within a
predetermined range of roundness. An example of the use of such an
algorithm is shown in Fig. 7. Here the raw image contains both air
bubbles and irregular metal chips. In the processed image the
centers of the tWo objects that are not classified as round have been
identified. In a complete system, the outlines of these particles
would be passed on for further analysis.
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WAVELETS FOR HELICOPTER TRANSMISSIONFAULT DETECTION AND CLASSIFICATION
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* Abstract: In this effort we demonstrated the technical feasibility of using continuous
wavelet transforms to detect and classify failures in a helicopter transmission using
single-channel accelerometer data from Navy bench tests. The key technical advance in
this effort was the construction of an analyzing wavelet that: I) provided appropriate
resolution in time/frequency space for this class of mechanical systems, 2) allowed
features characterizing each fault type to be readily identified, and 3) permitted efficient
calculation of feature values from sensor data. Feeding these features into a conventional
three-level, feed-forward neural net with deferral (when no clear decision is possible, to a
subsequent sample) led to perfect detection, no false alarms, and modest deferral rates (<
4%). We are now extending this approach to more complex systems in realistic
environments. The principal issues we are addressing include: 1) use of multichannel
amplitude and phase information, 2) feature selection tied to operational mode, and 3)
design of a real-time feature extractor employing off-the-shelf electronics technology.
These will permit the technique to be applied to transmissions with several dozen moving
elements on-board a helicopter with many other vibrating components, operating over a
wide range of flight regimes.

Key Words: Condition-based maintenance; detection; diagnosis; gears; helicopters;
rotating machinery; signal processing; time-series analysis; transmissions; vibrating
systems; wavelets; wavelet transforms

Introduction: To understand the context for this work, consider the basic aspects of any
problem of fault detection. First of all, by its very nature,fault detection involves
distinguishing normal behavior in the available data from behavior indicative of a fault.
That is, albeit in varying forms and in varying levels of detail, all fault-detection systems
incorporate models of what characterizes normal behavior and of what characterizes
abnormal behavior (although the latter might only be given implicitly through the
specification of the allowable range of behavior that should be considered as normal). It
is intuitively clear that the better our models are-based either on detailed physical
modeling and explicit prior modeling of fault or change modes i 1-4] or on adaptive data-
based approaches for learning the model [5, 61-the better job our fault detectors can do.

A second aspect of the fault-detection problem, namely the presence of uncertainties both
in the form of noise and, typically more critical, in the form of uncertainties in the
dynamics of the system under normal and degraded conditions, is discussed in detail in
[5, 7]. Specifically, the challenge to the designer is to specify a system that is maximally
sensitive to certain phenomena, namely faults, and minimally sensitive to others, namely
unpredictable fluctuations and varistions due to noise and model errors. While a number
of analytical tools have been deveioped to deal with this in particular contexts [5, 6], this
still remains, in our opinion, the fundamental challenge in any fault-detection problem.
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The third distinguishing aspect of fault-detection problems is that they are fundamentally
tranv'*ent problems. This is not to say that the signals to be detected are necessarily
transient events. Rather, the wiole point of tAult detection is to detect a change and to do
so in a timely enough fashion so that catastrophic system failure is avoided. Thus not
only do we want a fault-detection system to be .ensitive to the occurrence of fau'lts, but
we also want its transient response to such a fault to be fast, ideally allowing us to isolate
potential problems before they become real ones.

Finally, as in any detection problem, there are two principal subfunctions of any fault-
detection system: 1) to focus the available signals and measurements into maximally
informative statistics, i.e., into a comparatively small set of features that behave in
maximally distinguishable fashions (taking into account noise and uncertainty) under
normal and failed conditions; and 2) to analyze the patterns in these statistics (perhaps
across features and time) in order to detect and, if appropriate, to isolate faults.

Previous Approaches: Over the last 20 years a wide array of fault-detection techniques
has been developed and successfully applied. By far the most widely used methods are
the generalized likelihood ratio (GLR) and multiple model (MM) methods originaly
developed in [1 ] and [2), respectively, and applied successfully to a variety of problems
[e.g., 2, 4]. The basic theories behind these methods begin with dynamic state models,
under normal and failed conditions, for the system to be monitored, and produce designs
that have as their outputs conditional probabilities (or log-likelihoods) that each of the
modeled fault conditions has occurred. That is, the GLR and MM focus the available
data in order to produce sets of sufficient statistics that make the subsequent steps of opti-
mal detection comparatively simple--e.g., we can compare probabilities to thresholds.

Thus for the problems they address, GLR and MM are optimal and, furthermore, they are
extremely efficient. Of course, they achieve this optimality by addressing particular
classes of problems in which the models, including failure modes, are specified paramet-
rically. While this limitation on the interpretation of GLR and MM as statistically opti-
mal procedures exists, it has not prevented its successful and reliable application in a
variety of contexts, such as those mentioned previously, in which model uncertainty is far
less structured and well-understood. Furthermore, analytical methods have been
developed [5, 6] to produce maximally robust designs for such systems. These consider-
able successes notwithstanding, however, there still exist fundamental limitations on the
domain of applicability of these methods as stand-alone systems for fault detection,
necessitating the investigatiot, of more black-box, adaptive methods that begir, with far
less-structured prior knowledge of the phenomenon being modeled than either GLR or
MM assume is available.

In recent years one such methodology has emerged [8-10] that builds directly on black-
box, adaptive model-learning methods, such as the celebrated LMS algorithm [ 11] used
in neural network adaptation, by constructing fault-detection systems that monitor the
sequence of parameter-adjustment steps made by the adaptive algorithm. Unfortunately,
this approach does not solve the helicopter transmission fault detection and classification
problem. Specifically, the basis for this approach is the detection of subtle changes in the
spectral behavior in complex systems. The class of multivariable (to allow for multiple
sensors or sensor channels) autoregressive moving-average (ARMA) models represents
an extremely rich class of black-box models for estimating spectral characteristics for
such systems, and this approach employs powerful mechanisms both for estimating the
AR portion in highly nonstationary environments and for detecting changes in it. In some
problems, such as offshore platform monitoring, it is reasonable to assume that the model
being estimated indeed represents something close to a full, realistic model of the entire
system (i.e., only a known, finite number of physically meaningful modes exist, allowing
one to identify model order and to explicitly identify different modes with the physical
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structure in a simple way). As convincingly discussed in [9, 10), however, in appilica-

tions such as rotating machines the dynamics are sufficiently complex and uncertain that
complete medeling of the entire system is neither feasible nor desirable for fault
detection. Rather, one looks for projections of the dynamics, i.e., one or more lower-
order models of parts of the dynamics that ave sufficient for detection and diagnosis of
faults. The que,,tidn, of course, is where do we get th(Ae projections, In our work we
achieved gleat success using wavelet transforms [12-151 ^o obtain the projections.

The most attractive characteristics of wavelet transforms are their superior time-
fiequency resolution capabilities [12, 14, 15]. These are particularly critical character-
istics in the present context, since each vibrating component radiates a set of quasi-
stationary narrowband signals, often forming a harmonic series. Many external- disturbances take the form of impulsive transients that can mask the narrowband elements
for short periods of time. Good frequency resolution in the analyzing wavelet allows us
to zoom in on critical frequency bands, in order to apply the advanced detection methods
described earlier, while rejecting transient disturbances (e.g., data recording/processing
artifacts). Good frequency resolution also allows us to track the movement of these
critical frequency bands as operating conditions (e.g., drive shaft rotation rate) change.

Thus, the objectives of our effort were: 1) to assess the efficacy of wavelet techniques to
select features upon which simple and reliable classifiers could base decisions regarding
abnormal changes in system behavior, and 2) to develop and test an algorithm for robust
and reliable detection of failures in vibrating systems such as helicopter transmissions.

The Continuous Wavelet Transform: Wavelets offer several different ways to access
the structure of a signal in time and frequency. In this project, we found that the
continuous wavelet transform (CWT) [16] provided an ideal tool to identify significant
features for fault detection in vibrating systems such as transmissions, and to provide the
basis for extracting those features. Like other image-visualization techniques such as the
short-term discrete Fourier transform (DFT), the CWT converts a one-dimensional signal
into a two-dimensional image. The CWT eliminates windowing artifacts, however, and
provides more flexibility to trade time resolution for frequency resolution. In the CWT
each horizontal line of the image corresponds to the time-series response of one filter in a
constant-Q (relative bandwidth) filter bank driven by the observed sensor data. This filter
bank provides complete coverage of time and frequency behavior. One distinct advan-
tage of the CWT is that it actually represents entire families of transforms-different
transforms result from using different analyzing wavelets as the basis of the filter bank
design. Here we selected the Kiang wavelet (named after Nelson Kiang of MIT, who
derived tuning curves for auditory nerve neu 'ons in the middle 1960s), illustrated in Fig.
1, as the analyzing wavelet due to its superior ability to localize events in frequency.

Figure 1. The Kiang Wavelet

Each line corresponding to a single frequency, across time, of a CWT image is
constructed by applying the signal to a filter corresponding to the Kiang wavelet, and
computing the magnitude of the (complex) output. Because the impulse response of each
filter is a wavelet, each ',lter has a bandpass tran'ffer function. Because the filters differ
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obtained dilation),W

only by a scale factor applied to their impulse response (wavelet dilation), higher-
frequency filters have proportionally higher bandwidths [ 17].

A subset of test data originally obtained by Mark Hollins of NATC was provided by
NCCOSC/NRaD. The data were for two accelerometers (we used only one) attached to
ht uds near the output end of the intermediate transmidssion of a TH- IL helicopter, and a

.haft tachometer signal (which we did not use) was also provided. The transmission is
quite simple, as shown in Fig. 2. Under normal operations, such as the bench tests thatgenerated these data, the 72 Hz shaft rotation rate causes the 27 gear teeth to mesh at just

under 2 kHz. The CWT image shows a strong line at this frequency, as well as at integral
multiples of this fundamental (although the fourth and sixth harmonics are weak). The
CWT image also shows several other horizontal lines, notably one near 1 kHz, that corre-
spond to other vibrating elements such as the bearings in the shaft-support assemblies.
Figure 3 shows a frequency slice at one time instant of the CWT for a normal trans-
mission. After examining many representative normal images, we inferred that robust
features should: 1) persist over long periods of time (> 500 msec), and 2) be quite narrow
in frequency (< 0.02 octave) at places in the spectrum where vibrations yield high energy.

*A ROMN

Figure 2. Illustration of Intermediate Transmission for the TH-1L Helicopter................. i~i~ ........... ...................... ................... ....................... ........

512 Norial 16K

Figure 3. Frequency Slice of CWT at One Time Instant for a Normal Transmission.

We extensively evaluated both the CWT and another wavelet technique, the wave packet
transform (WPT) [18, 19], as the basis for selection and extraction of features indicative
of failures. Our conclusion was that for vibrating systems, the CWTprovides an
extremely useful visualization of the structure of the sensor signals, whereas computa-
tionally realistic versions of the WPT could not provide robust features. (The WPT
employs a tree of finite impulse response (FIR) filters. For the same frequency resolution
as the CWT, these impulse responses would have to be roughly 1000 points long-far
longer than the Daubechies 20 wavelet used in [ 19]--and thus each filter requires 1000
multiplications per sample. To achieve 0.02 octave resolution around the 2 kHz mesh
fundamental, we would need 1024 of these filters. Moreover, the WPT features could not
easily be made robust to variations in shaft rate. Nonetheless, we do believe that the
WPT may provide very good features for incipient failure detection in systems
characterized by short transients during normal operation, such as switches.
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By selecting features from high-energy regions of the time/frequency space, as revealed
by the CWT, we can obtain robust features. By comparing CWT images from varying
fault conditions, we can identify a comparatively small number of features that are
maximally informative.

Fault Conditions: The test data included five fault conditions (bearing inner race, outer
race, and rolling element; and gear spall and 1/2 tooth cut) in addition to the normal,

unfailed case. These fault conditions had been realized by disassembling the trans-
mission, inserting a specific (non-catastrophic) fault, reassembling the transmission, and
then collecting data.

One might assume that classical spectral analysis would provide insight into the spectral
locations of maximally informative features. If one thinks of the CWT as a function of
two variables, time and frequency, then these spectra represent slices through that
function at fixed points in time. CWT spectra differ from classical DFT spectra in both
qualitative and quantitative ways. Qualitatively, the constant-Q filter banks provide finer
frequency resolution at low frequencies, and coarser resolution at high frequencies, than
the constant-bandwidth filters implicit in the DFT. Quantitatively, the wavelet spectra
appear on a logarithmic frequency scale.

We first examined the shapes of the CWT spectra for the six fault classes at several time
samples, and then examined multiple tne segments of CWT images (with color denoting
energy). These examinations indicated that significant differences in the CWT images
for the six fault classes were fairly stable in time.

Recall that we want fault classification features to be robust. In vibrational data, robust-
ness comes from both temporal persistence and high energy. Of course, "high energy" is
a relative term. For example, the subharmonic peak near 1 kHz contains very little
energy relative to the harmonics of the mesh frequency, but is quite prominent and
obviously useful in discriminating failure cases from the normal case. Therefore, we
interpret high energy to be relative to the average energy level nearby in time/frequency
space. One way to highlight high-energy features is to estimate this average local energy
level, and only consider parts of the CWT image that exceed it. Thus, we examined the
CWT images with low-energy regions masked out via a simple morphological filter
applied across frequency, masking areas that fall below an estimated noise floor. The
technique provided additional highlighting of the significant differences in structure
around the third harmonic, and also of the I kHz line.

At this stage, then, our CWT analysis of the accelerometer signal in normal and failed
operations indicated regions in time/frequency space containing robust features.

Feature Selection: The masked CWT image provides clear insight into the structure of a
time signal. It is also extremely computationally intensive to compute. The CWT ima es
used 480 filters, each of which required 10 multiplies per sample. At the 48 kHz sampe
rate of the helicopter data, real-time display of the masked CWT would require a
throughput of about 1/4 billion multiplies per second. While the inherent parallelism of
the filter bank structure probably allows %ine to design special-purpose processors to
realize this throughput, our methodology dkes not need this. Rather, it uses the full
masked CWT analysis to select (small) portions of time/frequency space that must be
represented as a feature set for a failure detector/classifier. Thus we distinguish the
design phase, which identifies a set of features on which classification may be based,
from the impiententatlon phase, in which features extracted from data are presented to a
classifier in real time.
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Previous attempts to perform adaptive classification on _hese data used raw DFT energy
levels as the feature sets [20, 211. This is a natural thing to do if one has a capable

adaptive pattern recognizer. By "capable" we mean that it can deal with highly non- I
convex, non-linearly-separable feature sets. Why? Because it turns out that feature

clusters formed from raw DFT amplitudes are not convex even in simple cases where one
wishes to discriminate an unstable narrowband signal from noise-very much the
situation encointered in the region of the third harmonic of the mesh frequency, which
forms a clear peak in the normal case but is just part of a broader energy distribution in
the other cases. The problem is that variations in the center frequency of the narrowband
signal may cause it to move from one DFT bin to another-a situation that becom-S
exacerbated when large DFTs are used to provide fine frequency resolution. This
movement ;ketches out a region in the vector space of DFT magnitudes that is not
convex, and that cannot be separated from other feature regions by simple hyperplanes.
Thus a very sophisticated algorithm is needed to construct non-linear separation surfaces
between non-convex feature clusters. As most such algorithms are variations of a
gradient search (such as many neural net training algorithms), one must take care to avoid
locally satisfactory solutions and lack of global convergence.

Because the masked CWT image provides more structural insight to a design engineer
than does a large vector of DFT amplitudes, one can formulate alternative feature sets
that may offer simplifications. Here the masked CWT images immediately suggested
eight frequency regions that would provide maximum information-the lowest six
harmonics of the mesh frequency, the sub-harmonic line at about 1050 Hz, and a region
at about 2.7 times the mesh frequency (ncte that the ratios of the diameters of the inner
races, bearings, and outer races are not integers, so mechanical systems often give rise to
non-integral ratios between spectral lines). To provide robustness against variations in
recording amplitude, we normtlized the energies in these 8 regions to the energy in the
mesh fundamental-i.e., we expressed the other 7 energies in dB relative to the mesh
fundamental energy. To provide robustness against variations in shaft rotation rate, we
defined all of these frequency regions as multiples of the mesh fundamental. To provide
some features of the wavelet spectra obvious to the eye but not captured by raw power
levels, we also computed the curvature of the spectrum at each of these locations (recall
that curvature around the third harmonic appeared to provide discrimination information
for both inner-race and outer-race faults). Calculation of curvature of the fundamental
also allowed us to track variations in its frequency.

Thus the masked CWT suggested 15 features of potential use for classification-7
normalized power levels and 8 spectral curvatures. Note that these features represent
only a small fraction of the available frequency range. Note also that this is substantially
less than the 256 to 16,384 features used in the previous DFT approaches. But how did
we know whether or not these 15 features were adequate for fault classification?

Before investing the effort required to train, tune, and evaluate an adaptive classifier, we
computed values for these features for representative 500 msec segments of the six data
sets. Because the filters required to evaluate the CWT at these frequencies have time
constants on the order of 5 mse,, we could compute feature values every 10 msec with
some assurance that they would be statistically independent-at least with respect to
correlations introduced in the feature-extraction process. Thus each 500 msec segment
yielded 50 feature vectors of dimension 15. The 50 vectors can conceptually be plotted

as six clusters in 15-dimensional space, and the projection of these clusters onto two-
dimensional subspaces show the shape and separation of these clusters. We computed
the Fisher separation coefficient between each pair of clusters, and for each feature, as:

lit-m121 / (012 + 022)
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wherc ml and m2 are the sample means of the feature value for the two cases, and el and
a2 the sample standard deviations. Intuitively, this statistic captures the separation
between two clusters along one axis of the feature space, measured in units of standard
deviations, Thus a separation of three or more is virtually perfect. Not all features will
separate all pairs of clusters; one would like, however, for there to be at least one feature
that does separate each pair. Therefore, we selected the feature for each cluster pair that
maximized this statistic, and present the results in Table 1. Note that the only cluster pair
not virtually perfectly separable consists of the bearing rolling-element/outer-race fault,
both of which were inserted in a bearing assembly near the input side of the transmission,
and hence relatively far from the accelerometer supplying the signal. These statistics
demonstrate that the features derived from the masked CWT should be adequate for fault
detection and identification. In fact, only 8 or 9 of the 15 features contribute significantly
to this table, suggesting that we could reduce the size of the feature set by almost half
without sacrificing performance. We chose not to do so simply because 15 is already a
small number of features for off-the-shelf adaptive classification algorithms to use.

TABLE 1. CLUSTER SEPARATIONS, TH- 1L DATA
N a ND 'IR RE OR SP TC
Norma! 0.00 5.6y 10.79 9.79 11.14 11.28

Inner Race 5.67 0.00 4.13 5.25 13.31 6.05
Polling Element 10.79 4.13 0.00 2.07 5.89 3.45

Outer Race 9.79 5.25 2.07 0.00 7.18 3.29
Gear Spall 11.14 13.31 5.89 7.18 0.00 8.61
Tooth Cut 11.28 6.05 3.45 3,29 8.61 0.00

Before discussing our approach to adaptive classification, we make one additional point.
The evaluation of feature-cluster topology not only indicates the separation of feature
clusters, and hence suggests the performance to be expected of a classifier, but also al-
lows a design engineer to validate the feature set. Specifically, recall thLat thc TH- ! L data
came from a single transmission into which faults had been sequentially inserted. How
does one know that differences between the cases are due to the fault, and not some arti-
fact of the insertion process? After all, if bolts are tightened in different orders, or lubri-
cant levels are different, the transmission path between the vibrating elements and the
acceleromnter will be affected. One needs to select features for classification based on
not only their statistical separation, but also the physics of the fault mechanism. The risk
in not doing this is that data presented to the classifier may contain variations upon which
classification may be based, but that bear no causal rehtionship to fault mechanisms.

Fault Detection and Classification: Having selet .ed a feature set that clearly separates
the fault cases from the normal case and from each other, we turned to the problem of
numerically evaluating the boundaries between the classification regions centered on each
cluster. Because it was handy, we selected a commercial artificial neural network (ANN)
software package to deduce these boundaries directly from the feature vector samples.
Because we had 15 features, we set up a neural net with 15 input neurons. Because there
were 6 classes (unfailed plus five fault types) to discriminate, we set up 6 output neurons.
Because the statistical analysis assured us that the clusters were convex and linearly
separable, we set up one hidden layer neuron for each output (recall that hidden-layer
neurons provide ANNs with the ability to construct non-convex classification regions)
[22, 23]. Thus our nets had a total of 27 processing elements (PEs).

Convergence to the specified RMS error of the difference between the desired and the
actual outputs occurred relatively fast-after between 5,000 and 10,000 random presenta-
tions of the feature vectors included in the training set. Given the simplicity ?f the ANNs
we used, their small size, and the excellent feature-cluster separation made possible by
the judicious utilization of the CWT no sophisticated training algorithms were required.
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From the test set results, we computed the following measures of effectiveness for each
vibrating system: probability of false alar, probability of missed detection, probability
of misclassification, and probability of deferral. Probability offalse alarm is the
probability that a fault is announced when there is no fault present. Probability of missed
detection is the probability that no fault is announced when there is a fault present.
Probability of misclassification is the probability that a fault type is announced whendifferent fault type is present. Probabiliy of deferral is tfi e probability that the classifie7

defers a decision when a case for decision (a feature vector) is presented to it.

For the purpose of this work, a feature vector leads to an ambiguous situation when the
ratio between the maximum output value and the next larger output value for a given
feature vector is less than the acceptance threshold. In such a situation the classifier
refuses to announce a decision and considers the next feature vector. The consequence of
this deferral is to decrease the probabilities of false alarm and missed detections, and to
increase the time delay for a classifier decision-the ANN knows that it is confused, and
prefers to wait a bit instead of risking a mistake. For instance, feature vectors tmr the
transmission system are computed every 10 msec, so the price paid in time delay for each
deferral is a 10 msec delay in the time to detect a fault.

Performance Results: Given the preceding insight into the derivation of inigh-enerpy
wavelet features and the convex, separable clusters they form in feature space, it should
be no surprise that good classification results are possible. A feature set that captures the
important discriminants be.'ween normal ope.ration and faults vastly simplifies the
problem of designing an adaptive classifier that achieves good performance.

Table 2 presents the perfornmance results for the helicopter transmission, and two sets of
shipboard pump data we analyzed, The complexity 's the total number of Pis in the cor-
responding ANN. For the transmission and condensate pump systems, the test set was
independent from the training set; for the fire pump data these two sets were the same.

TABLE 2. PERFORMANCE RESULTS
TRANS- CONDENSATF5
M881ON PUMP FIRE PUMP

TRAINING SET SIZE 1125 240 480
TEST SET SIZE 6750 1400 4800
ACCEPTANCE THRESHOLD 1.4 1.2 2.0
PRO1ABILITY OF FALSE ALARM 0.000 0.000 0 000
PROBABILITY OF MISSED DETECTION 0.000 0.000 O COO
PROBABILITY OF DEFERRAL 0.035 0.020 0.020
PRCJ2ABILITY OF MISCLASSIFICATION 0.046 0.0CO 0.000
COMPLEXITY 27 PE* 28 PEs 45 PEs

The peiformance results in Table 2 clearly show that the wavelet feature sets selected
above permit perfect detection perform ce with very low deferral rates. While these
results are pleasing, we feel that an even more important principle has been demonstrated.
We used exactly the same method to find features for the pumps as we used for the
transmission data. There was no trial and error ior the pump classifiers-these results
are from the very first feature sets we picked. This offers limited but important evidence
that our results are not accidental--that we have a methodology to analyze data from
vibrating systems and derive small, focused feature sets that support high.confidence
fault detection and classification.

('oncualons: We have developed an extremely flexible and powerful methodology
exploiting the power of wavelet techuiques to detect failures in vibrating systems. The
essential elements of thif methodology are: 1) an off-lincet tf techniques to identify ,
high-energy, statistically significant features in the CWT; 2) a wavelet-based prepro-
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cessor to extract the most useful features from 'he sensor signals; and 3) simple ANNs
(incorporating a decision-deferral mechanism to defer any decision if the current feature
sample is determined to be ambiguou,.) for the subsequent classification task. In the
transmission and pump data sets used in this study, the algorithms designed using this
method achieved perfect detection performance (1.000 detection probability, and 0.000
false alarm probability), with a probability < .04 that a decision would be deferred for a
few milliseconds--again based on only 500 milliseconds of training data from each
sample case. Based on this effort we have developed a set of guidelines for finding ,
robust feature sets in CWT images. These guidelines can be summarized as follows:
* Features should be robust to exterral disturbances: we seek high-energy-content

features to be derived from morphological filtering on the frequency axis of the CWT,
with narrow bandwidths to reduce their sensitivity to impulsive disturbances. Featurf.s
must also be redundant to exploit the correlation among features, and they must be
computed as frequently as permitted by the !argest time constant in the preprocessor.
Features should be diverse: it is desired to include features across a wide range of
frequencies-for example, the first six ".,u monics of important narrowband vibrations
(transmission) or octave samples of broaeoand components (pumps). In addition it is
desired to include one or more low-energy features to support disturbance rejection.

* Features should distinguish normaifrom abnormal conditions: for this we need to
compute statistics (mean, standard deviation) on each CWT bin and look for significant
differences that will lead to features with high discriminating power.

While the full CWT may represent a significant computational requirement, it is only
used i. #he off-line design phase to identify critical features. The final implementation of
a fautt-detection system consists of a comparatively simple wavelet-based preprocessor,
followed by a ve;-y simple ANN-a configuration ideally suited to real-time
implementation using either digital or analog hardware.

The ability to visually identify critical features during the design phase leads to a second,
even more important consequence in the implementation phase: it makes the job of the
adaptive classifier far easier. Because so much of the signal structure is obvious, and
because the need for robust features leads one to focus only on high-energy areas of the
CWT images, the number of features needed for classification can be astonishingly small.
In comparison to feature sets based cn the DFT [20, 21 ], which may have from 256 to
16,384 elements in a feature vector for the faulty systems examined here, we found that
fewer than 20 features sufficed to obtain reliable separation among classes for the
transmission and pump data available to this effort. Small feature sets lead to extremely
simple three-layer ANN classifiers-on the order of 50 processing elements-that could
then be designed with noteworthy ease and without the need for exotic training
algorithms. Also, the amount of data needed to train such simple nets is quite small-we
were able to train classifiers using only 500 msec of data from each sample case.

This effort showed the considerable promise of our wavelet-based method for failure
detection in vibrating systems [24, 25]. However, more demanding applications, such as
machinery (transmissions) mounted on moving platforms (helicopters) that have other
sources of high-energy vibration (enines), raise sonie additional technical issues-including use of multichannel phase information, feature, selection tied to operationalmode. and design of a real-time feature extractor--4hat we are now investigating.
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SETTLEMENT OF ALARM THRESHOLDS IN VIBRATION
MONITORING FOR ROTATING MACHINERY
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Abstract: The setting of alarm levels plays a vital role in a machinery condition
monitoring and diagnostic system. Two approaches to set vibration alarm levels using
vibration signals produced by shipboard fire pumps are presented for the time and
frequency domains. In the time domain, cross peak analysis (CPA) is proposed to extract
the dominate peak points. The distribution of these cross peak points is found to have a
lognormal distribution and can be normalized to a Normal distribution in the VdB
domain. The computed p.+2a value in the VdB domain is the suggested alarm level. In
the frequency domain, 1/1 octave jand analysis (OBA) is introduced. Three artificial
fault simulations were conducted t, compare 1/1 OBA with the broadband method. The
results show that 1/1 OBA is mot. sensitive to changes in VdB level than the broadband
method.

Key Words: Alarm level; Condition monitoring diagnostics; Cross peak analysis; Fire
pump; 1/1 octave band analysis; Vibration.

Introduction: In recent years, the rising cost of machine maintenance has driven
engineers to develop more economical and efficient methods to determine machine
health and accordingly plan the required preventive and corrective maintenance. The
most popular technique in use today is a predictive maintenance program based on
condition monitoring. In naval applications, condition monitoring is commonly achieved
utilizing vibration measurement and analysis on-board surface ships and submarines i -
71.

Thi paper focuses on the use of vibration measurement to monitor machine health andto diagnose system problems which could lead to machine failure. In addition to
providing ccurate and understandable data on the machine's current condition, a
monioring and diagnostic system must also limit the number of false alarms. Alarm

threshold settin, is therefore vitally important in machine vibration diagnostics. Alarm
thresholds set too high may result in premature machine failure caused by an undetected
failure condition. Alarm thresholds set too low may result in frequent false alarms
causing unnecessary system interruptions and repairs. False alarms also reduce operator
confidence in the monitoring and diagnostic system. Because the optimum setting of
alarm thresholds in vibration monitoring and diagnostic systems continues to he
problematical, the goal of this paper is to establish alternative ways of setting vibration
alarm levels by using time domain and frequency domain data.
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Background Data: The fire pump on a naval ship provides more than fire fighting
water to damage control systems. The seawater provided by fire pumps is also used by
vital air conditioning and chill water systems, main drainage systems and
decontamination sprinkler sysiems. At least one fire pump is running whenever a ship is
underway or at anchor. In this paper, twenty fire pumps from three classes of sL'ips are
grouped into two types in Table 1. The vibration velocity signals were measured by
means of transducers strategically placed at pickup locations on the punps. Schematic
layouts of fire pump and pickup locations are depicted in Figure 1 and Figure 2. A list of
abbreviation tor pickup locations is shown in Table 2. The transducer pickup placement
method is uniaxial with one radial pickup at each bearing and one axial pickup at the
thrust bearing. Table 3 and Table 4 summarize the vibration source components. These
tables identify exciting components within each machine and lists the vibration

J frequencies generated by each component. The vibration frequencies were normalized
as multiples of the machine's shaft rotation rate (orders). One(l) order is equivalent to
rotational speed of shaft (i.e., operation RPM or Hz). The time waveforms are recorded
on magnetic tape by a frequency modulated recorder. Each location on the pumps was
recorded for a one minute time series record.

Table 1: CLASSIFICATION OF FIRE PUMP DATA

Type No. of Fire Pumps No. of Pickup Locations No. of Data Sets
1 o12 5 60

II 8 5 40

MB(CE) PBtFE)
[ MBIFE) PBICE)

Motor 
MLMB

MotorLMB(A)

co) Pump

LJPB
0

0 ~ 00

PB(FE/A) 0

LPB

Figure I Schematic Layout of Figure 2 Schematic Layout of
Type I Fire Pump Type Ii Fire Pump '
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Table 2: ABBREVIATIONS OF PICKUP LOCATION
SAbbreviation -Description !

MB(FE) Motor Bearing (Free End)

MB(CE) Motor Bearing (Coupling End)

PB(FE) Pump Bearing (Free End)

PB(CE) Pump Bearing (Coupling End)

j PB(CE/A) Pump Bearing (Coupling End/Axial direction)

UMB Upper Motor Bearing

LMB Lower Motor Bearing

LMB(A) Lower Motor Bearing (Axial direction)

UPB Upper Pump Bearing

LPB " Lower Pump Bearing

Table 3. Vibration Source Components of Type I Fire Pump

Driver (Motor) Driven (Pump)

Description Element Order Description Element Order
Motor Shaft (Ref.) 1 Pump Shaft I

Fan Blading 5 5 Impeller Vanes 6 6

Slots 54 54 Bearing FAG WT

Bars 44 44

Poles 2 2 1 order = 3,595 RPM = 59.9 Hz

Bearing MRC_310_&_311

Table 4: Vibration Source Components of Type II Fire Pump

Driver (Motor) Driven (Pump)

Description Element Order Description Element Order

Motor Shaft (Ref.) I Pump Shaft I

Poles 2 2 Impeller Vanes 5 5

Bearing Ball Bearing Bearing SKF 6307

Alarm Level Review: Generally. the vibration of a system can be characterized by a
reduced data set in various domains. The criteria to set the alarm level can be considered
either in the time domain or the frequency domain as discussed below.
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K ime Demain Criteria

-Vibration Severity Criterion Method: The simplest time domain method is the
vibration severity criterion. The root mean square (RMS) value of vibration velocity is
usually measured and compared with vibration severity charts [81. Various companies
and national standard organizations published standards for judging vibration severity.
For example, International Standards Organization (ISO) standards 2372 and 3945
provide severity guidelines for machinery. This method can be only used for specific
types of machinery at a standard operating condition and is insensitive during the early
stages of damage [9].

-Amplitude Probability Criterion Method: A More sophisticated method was
developed by using statistical analysis to examine the distribution of vibration
amplitudes. The amplitudes used can be either peak-to-peak, peak or RMS readings of
displacement, velocity or acceleration. Both Campel 1101 and Murphy [i l] use this
statistical method to establish alarm levels based on the mean of the reaeing plus 3
standard deviations. The main drawback of this approach is that it assumes a Normal
distribution of the linear readings exists. Vibration readings have a "skewed" rm.ther than
"Normal" distribution [ 12].

* Frequency Domain Criteria

-Broadband Criterion Method: The broadband criterion method utilizes a
vibrometer which can add all the energy dissipated over a wide frequency range
(typically 10 to 10,000 Hz). The overall energy is normally calculated by applying the
RMS summation method to the spectrum. If the overall energy level exceeds a
predetermined level, then an alarm is triggered. This is a simple but inadequate method
because it is insensitive to small changes associated with bearing defects, electrical
defects and gear tooth defects.

-Octave Band Criterion Method: The octave band criterion method is often used in
acoustics to determine the energy level changes due to noise and vibration. This method
utilizes a constant percentage bandwidth to divide the frequency range of interest into
several bands which provide more detailed information than the broadband presentation.
A commonly used bandwidth is the one-third octave band. Early researchers used this
method to check the change in each band level to determine if the amplitudes exceeded
normal values [ 13-141.

-Narrowband Criterion Method: Since the broadband and the octave band criteria
methods lack detailed vibration information, a narrowband criterion method is gaining
popularity. The bandwidth may up to 10% of the center frequency range (typically 10 to
1,000 Hz). The improved resolution is generally up to 400 or 800 lines over the
frequency range of interest. With knowledge of the resonant frequencies of rotating
components, the narrowband data is a very useful for diagnosing specific faults.

Data Acquisition And Processing System: A block diagram of the data acquisition and
analysis system used is depicted in Figure 3. The tape recorder plays back the machinery
vibration data tapes to generate an analog signal, which is then distributed to the data
acquisition system and the oscilloscope simultaneously. The oscilloscope controls the
quality of the data by monitoring the signal time waveform. EASYEST LX software,
developed by Keithley Asyst, was used as the data acquisition system. All of the data
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sets were sampled at a sampling frequency of 10 kHz. The sampling duration for each

data set was 36.684 seconds. Finally, a 486 PC was used to retrieve these data sequences

and perform data processing, with output sent to a laser printer.

Data Acquisition Data Procession
System Station Print

F ASYEST-LX PC 486-50MHz
Tape Data Procession

Rec der Software
MATLAB 4.0

Oscilloscope

Figure 3 Block Diagram of Data Acquisition and Processing System

Time Domain Approach - Cross Peak Analysis: It is obvious that the peak envelope
distribution of vibration time domain signals is relevant to the vibration severity of
machinery components. For rotational machinery vibration, since we are interested in
the peak envelope distribution of the vibration signal, we use the cross peak data points
instead of overall peak data points. The CPA can extract the dcminant component from
a complicated time waveform data set by selecting the maximum peak value between
every zero crossing. Figure 4 compares the difference between sampling points and
cross peak points. Using measured RMS values to determine the severity of damage to a
component without considering the dispersion of the signal is truly a rough guess. It is
better to represent the severity of component damage in temis of a percentage
acceptance level. The percentage acceptance level gives the percentage of outcomes
which will not exceed this level threshold. For a Normal distribution, the acceptance
level is closely related to mean (p) and standard deviation (a). For example, !x+1.96a
corresponds to a 97.5% acceptance level which means only a 2.5% probability of the
signal amplitude exceeding the p+ 1.96a value. At this point, the statistical moment and
central moment of a random variable should be discussed [151. For the discrete random
variable x with probability Pr(x), the nth moment E(x") is defined as:

00

E (X") : .Xk Pr (Xk)()

k= I

The first moment is very useful and is given the name mean value (pn):
q0

E (x) = X, P r(xk) (2)

Of greater significance are the nth central moments which are defined as follows:

= X IA, (x- " Pr (x,) (3)
kaI

The central moment for n=2 is called the vari:'nce of the random variable. The standard
deviation, which corresponds to the dispersion of the random "ariable, can be obtained
by taking the square root of the variance. Thus,

|8
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= (Xk-~x Pr (xk) (4)
ka I

For the higher order central moments (n>2), they are often normalized by dividing the

nth power of standard deviation. The third and fourth normalized central moments are
mostly used to indicate the shape of the probability density function. They can be
obtained by

Skewness = (6(x -j6
a3

Kurtosis = 4  (7)

The skewness provides information about the position of the peak density relative to the
mean value. The kurtosis indicates the spread in distribution. For a perfect Normal
distribution, the skewness is zero and the kurtosis is three.

x 10 3  Time Domain History
4

3 [ o: Sampling Points

*: Cross Peak Points
'2L

! A "

.2L

-31! ,!
o .o 1 - -- 0 .0 -0 0 1 4 - . . : V - .I U M 7 -0 .0 1 8

Time (sec)

Figure 4 Comparison of Sampling Points and Cross Peak Points

Figure 5 shows the flow chart for our CPA technique. After importing the sampled data,
the DC offset was removed by subtracting the mean value. The cross peak points
between every zero crossing was then found by a subroutine. Because the dynamic range
of the tape record is 40 dB, we set a M threshold to eliminate thow dismtted po ats.
The data sets for the same type of fue pump and same pickup location were then added
together to from a combined data set to perform the statistical analysis.
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Results VdB Domain I1% ThresholdJ

Figure 5 Cross Peak Analysis Flow Chart

In order to understand the distribution of the cross peak points, probability
histograms for each pickup location were plotted with a linear velocity scale. Figure 6
shows an example of a probability histogram for a Type I fire pump measured at Motor
Beaing (Free End). Inspection of this figure shows an exponential shape distribution
which can be approximated as a lognormal distribution. This was true in all cases [16].
The distributions become normal if the data is transformed by a log or natural log
algorithm. The method we used to obtain Normal distributions from these lognormal
distributions was to convert the linear velocity readings to velocity dB (VdB) readings.
The VdB is defined as:

V
Velocity (VdB) = 20 log - (8)

where Vrej is the reference level, normally OVdB=10 "8 m/sec. After we computed the
mean, standard deviation, skewness and kurtosis, plots of probability density functions
and a statistictl analysis report were generated.

(a) Linear Domain (b) VdB DomainI I0.6 0.2

'0.1

10.2
0 - " a
0 1 2 3 4 50 100 150

Velocity (m/eec) X 10. VdB (OVdBul-8 m/sec)

w,0.004954 89.36
a=0.0005325 a = 9.203
Skewneuml.85 Skewneum.O.04575
Kurtosis'6.201 Kurtosis-2.378

Figure 6 Probability Histogram. For lype I Fire Pump Measured at MB(FE)
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Table 5 tabulates these results for the linear velocity and VdB domains. A comparison of
alarm thresholds between the broadband alarm level (B.B. Alm. Level) and computed
pt+2a level is also shown in Table 6. It should be mentioned that these two alarm
thresholds are based on different methods using data from different domains. The
broadband alarm level is obtained by using vibrometer readings in the frequency
domain. The computed pt+2a level represent the 97.5% acceptance level of the cross
peak envelope in the VdB domain. In general, the B.B. Aim. Level and the computed
ji+2o level in the VdB domain were very close. The relative difference between these
two methods for all fire pump were less than 8%. It is also noted from Table 5 that the
computed &t+2o level for distributions with small skewness is closer to the broadband
alarm level than for those with high skewness. This is because the computed gt+2a level
for the Normal distribution is very sensitive to skewness.

Table 5: Statistical Analysis Results for Cross Peak Points

Linear Velocity Domain VdB DomainPickup ...
Type Position 11 0 Skew. Kurt. I o Skew. Kurt.

(mrn/s) (mm/s) (VdB) (VdB)

MB(FE) 0.495 0.533 1.850 6.201 89.36 9.20 -0.046 2.378

MB(CE) 0.539 0.608 2.052 7.195 90.20 9.12 0.049 2.444

I PB(CE) 2.828 2.680 1.517 5.638 104.6 9.78 -0.444 2.476

PB(FE) 2.717 2.681 1.253 3.959 103.6 10.45 -0.335 2.232

PB(FE/A) 3.699 3.307 1.086 3.515 106.9 9.90 -0.519 2.472

UMB 0.672 0.926 4.985 36.52 92.1 8.69 0.029 2.953

LMB 0.923 1.046 3.350 19.59 95.3 8.56 -0.077 2.697

II LMB(A) 0.703 0.648 1.881 7.538 93.3 8.46 -0.349 2.663
UPB 4.141 4.442 1.570 5.446 106.1 11.84 -0.408 2.207

LPB 3.160 3.246 1.779 6.775 105.1 10.20 -0.373 1 2.430

Table 6: Comparison of Computed g+2a and Broadband Alarm Level

B.B.Alarn Relative
Pickup Skewness 11 a IA+2a Level Difference

Type Position (VdB) (Vd) (Vs)) (%)

MB(FE) -0.046 89.36 9.20 107.8 107 0.71
MB(CE) 0.049 90.20 9.12 108.3 109 -0.68

I PB(CE) -0.444 104.6 9.78 124.2 118 4.95

PB(FE) .0,335 103.6 10.45 124.5 119 4.42
PB(FE/A) -0.519 106,9 9.90 126.7 121 4.50

UMB 0.029 92.1 8.69 109.5 108 1.40
LMB -0.077 95.3 8.56 112.4 110 2.11

II LMB(A) -0.349 93.3 8.46 110.2 108 2.04
UPB -0.408 106.1 11.84 129.8 120 7,54
LPB -0.373 105.1 10.20 125.5 121 3.59

Frequency Domain- 1/1 Octave Band Analysb: This method divides the frequency
spectrum into constant percentage bands having the same ratio of bandwIdth to center
frequency [171. Each band has an upper frequency limit (f2) and lower frequency limit
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&(f)- The center frequency (fc) of any such band is defined as

(9)

f2The ratio of center frequencies of successive proportional bands is the same as - for
any one band. i.e.,

f f2 -= 2n/2 (J)A , Ic':
where a third of an octave is defined as n= 1/3. The method chosen to examine frequency
domain alarm levels in this research was 1/1 octave band (n=l). For the frequency range
of 10-5,000 Hz of our system, the frequency spectrum can be divided into 9 bands by
using the American National Standards Institute (ANSI) preferred center frequencies.
The center frequencies and pass bands covering the frequency range 10-5,000 Hz in 1/1
octave bands are given in Table 7.
Table 7: ANSI Preferred Center Frequencies and Pass Bands for 1/1 Octave Band

Center Pass Band (Hz)
Frequency (Hz) Lower Limit Upper Limit

16 11.2 22.4

31.5 22.4 45

63 45 90
125 90 180

250 180 355

355 710
1000 710 1400
2000 1400 2800
4000 2800 5600
8000 5600 11200

Figure 7 shows a flow chart for our 1/1 OBA. In order to have better resolution at lower
frequencies, it was necessary to use two different sampling frequencies. For time domain
data, the lower sampling frequency spanned 2 kHz and the higher sampling frequency
spanned 10 kHz. Twenty blocks o data were taken at each sampling frequency, where a

' block of data was 2048 data points. After the sampling, a FF1 was performed for each
block with a Hanning window to obtain the smoothed linear velocity spectrum. The
averaging VdB spectrum was then produced by transforming the linear spectrum to the
VdB domain and averaging the 20 blocks of data. For the frequency domain data, 10
ordet and 100 order data sets were used as the lower frequency spectrum and higher
frequency spectrum, respectively. Then, the 1st through 6th 1/1 octave band levels were
computed using the lower sampling spectrum and the 7th through 9th 1/1 octave band
levels were obtained using higher sampling spectrum. Finally, the 1/1 OBA was done
after combining these into 9 band levels.

1/1 OBA was performed for all types of fire pumps using time domain data. The mean
() and standard deviation (a) for each octave band level for the same type of fire pump
with the same pickup location were also computed. Figure 8 shows an example of the 1/
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1 octave band levels for Type I fire pumps. The thin line represents the mean (p) band
level and the thick line represents the mean plus standard deviation (p+a) band level.
The broadband level was also computed by adding all the VdB spectrum using a RMS
algorithm. Generally speaking, the dominate levels are located at first six bands (10 to
710 Hz). This implies that the energy of vibration is concentrated at lower frequencies.
For fire pumps with a 3555 RPM operation speed, these bands are approximated up to
12 orders.

Frequency Domain UsetHigher Freq.
Dat IData-M Compute 1/1 Octave

}7st-9th Band Levels
Time Domain

Data

Combine as Overall
I !/10Ocatve Band Levels

FFT for
' 20 Blocks

Use Lower Freq.
Spectrum to

Transform to VdB - Compute 1/1 Octave

and Average 20 lst-6th Band Levels

Figure 7 Flow Chart of /1 OWtave Band Analysis Technique

Artificial Fault Simulations: In order to assess the 1/1 OBA, three cases of artificial
fault simulation were performed. Before we simulated these cases, a fault had to be
defined. For simplicity, we assumed a fault could be approximated with 5 bars as shown
in Figure 9. The bandwidth of the fault is about 4.5 Hz. Based on (Eq. 8), if the
amplitude doubles in a linear velocity scale then the VdB level will increase 6VdB at the
corresponding frequency. Therefore, we defined a fault with a 6VdB gain at the center
bar and use four bars with 3VdB (half the power of the center bar, and 2VdB at the side
bands to approximte leakage effect around the corresponding frequlency.

Can I: Simulation of Misalignment Fault
Misalignment occurs when the center lines of two shafts are offset or meet at an angle.
The characteristics of misalignment in specLwum include:

- High amplitude axial peaks and radial peaks at 1, 2 and 3 order(s) of shaft RPM.
- Higher harmonics of shaft RPM (greater than 4 orders of shaft RPM) are generally low

in amplitude.
Therefore, it is reasonable to add the 6VdB gain fault at the first and second order.
Figure 10(a) and 10(b) show the spectrums before and after impose the fault. Figure 9(c)
compares the difference of 1/1 octave band levels and 10-5,000 Hz broadband level for
these two conditions. As can be seen from Figure 10(c), the 1/1 octave band levels have
a 4.46 VdB gain at the third band (corresponds to 1 order of shaft RPM) and a 3.13 VdB

* gain at the forth band (corresponds to 2 orders of shaft RPM), However, the 10-5,000 Hz
broadband hcvel only increased 2.17 VdB. It is obvious that the 1/1 OBA is more
sensitive than the broadband method.
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Figure 8 The Suumumarized 1/1 Octave Band Jtvels for Type I Fire Pumpst (Ref. OWdDm0 miscc/w)
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Figure 9 Fault with 6VdB Gain at Center Bar

(a) Good Condition (b) Damaged Condition
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! Figure 10 Simulation Result for Artificial Mislignment at Shaft

i •Case 11: Simulation of Looseness Fault at Impeller
! Impeller looseness is a rotating element looseness. The important characteristics of

looseness in spectrum are presence of a large number of harmonics and half-harmonics.
S For example, a fire pump of Type I has six impellers creating a forcing frequency at 6
S orders of the shaft RPM, and we expect a high level at 6 orders and its harmonics (such

as 12 orders. 24 orders,.... etc.). Also, the levels at half-harmonics (such as 3 orders and 9
orders) will increase. Therefore, in this looseness fault simulation, an artificial fault is
applied by adding a 6VdB center bar height fault at the 6th1 order(i.e., 6 x shaft RPM)
and adding two faults with 3VdB center bar height at the 3rd order and 9th1 order. Figure
I Il(a) and I Il(b) shows the resulting spectrum for good and damaged fire pumps. The
Figure I l(c) compares the difference of 1/1 octave band levels and 10-5,000 Hz
broadband level for these two conditions. At the fifth of the 1/1 octave band levels. there

'8 _ _ _ _ _ _ _ _ _ __88
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is a 1.5 VdB gain. However, the 10-5,000 Hz broadband level only increases 0.29 VdB.
Again, the 1/1 OBM is more sensitive than the broadband method for fault detection.

(a) Good Condition (b) Damaged Condition

80 80

0 5 10 0 5 10
Orders Orders

(c) 1/1 Octave Band Levels

e'~.120L10-5kHz B.B. Level
!20 Good 108.01db
100 - Bad 108.32db

'80

1 2 3 4
10 10 10 10

Frequency (Hz)

Figure 11 Sirulation Result for Artificial Looseness at Impeller

Case II: Simu2qtijn of Bearing Fault
For a steady state condition, some periodic signatures exist which relate to
corresponding bearing faults, these are called bearing frequencies. In this section, an
artificial fault imposed at the Motor Bearing (Free End) of a Type I fire pump has been
simulated. The bearing frequencies of this bearing are tabulated in Table 8.

Table 8: The Bearing Frequencies of MRC310 Bearing

Bearing Frequency Symbol Order
Train order of rolling element fr 0.38

Relative rotation order of rotating raceway ft 1 0,619

Spin order of ro' ing elements i fb 1.98

Irregularity order of rolling element fbs 3.96

Irregularity order of rotating raceway fir 4.95

Irregularity order of stationary raceway for 3.04

Suppose, for example, that there is a wear degradation in the inner raceway. Then the
presence of a fundamental frequency spike fir with harmonics would be expected. Figure
12(a) shows the spectrum for a good bearing. The 6VdB fault is imposed at the 4.95
order and is show in Figure 12(b). The Figure 12(c) shows the resulting 1/1 octave band
levels. The 4.95 order is located at the fifth band of the 1/1 octave band. The 10-5,000
Hz broadband levels before and after damage are almost unchanged. However, the fifth
octave band level has increased 1.57VdB. This is a good illustration as to why a single
broadband level cannot be uscd to accurately determine the condition of a machine.
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Figure 12 Simulation Result for Artificial Bearing Fault at Motor

Conclusions: Both time and frequency domain analyses were performed using fire
pump vibration data to determine an appropriate alert level. Cross Peak Analysis in time
domain and 1/1 Octave Band Analysis in frequency domain were used to set the alert
threshold levels. The following conclusions are drawn:

Time Domain Analysis (Cross Peak Analysis):

The measured peak envelop data at five different pickup locations follows a Gaussian
probability distribution in the VdB domain well.
* The P+2a value computed using a peak envelop probability density function in the
VdB domain gives a broadband peak amplitude alert level rather than the energy content
in the vibration signal.
* We used 12 measured data sets (6 fire pumps and 2 different measurement dates) which
were available on cassette data tapes. To improve the quality of averaging, more
measured data sets would be required.

Frequency Domain Analysis (11 Octave Band Analysis):
* 1/1 Octave Band Analysis (OBA) uses nine frequency band alert levels which provides
more detailed information about machine condition than the simple broadband level
measured by a vibrometer. When a significant change in VdB occurs in a particular
frequency band or bands, narrow band zoom mode analysis can be performed for the
selected frequency band(s) to identify the component(s) which may have faults.
* 1/1 ORA divides the frequency range into 10 bins over 10kHz. The VdB level in each
frequency bin is quite sensitive to changes in the energy content of the measured
vibration signal.
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Abstract: Results of applying a variety of gear fault detection techniques to experimenta data is
presented. A spiral bevel gear fatigue rig was used to initiate a naturally occurring fault and propa-
gate the fault to a near catastrophic condition of the test gear pair. The spiral bevel gear fatigue test
lasted a total of eighteen hours. At approximately five and a half hours into the test, the rig was
stopped to inspect the gears for damage, at which time a small pit was identified on a tooth of the
pinion. The test was then stopped an additional seven times throughout the rest of the test in order to
observe and document the growth and propagation of the fault. The test was ended wh!-n a major
portion of a pinion tooth broke off. A personal computer based diagnostic system was developed to
obtain vibration data from the test rig, and to perform the on-lin gear condition monitoring. A
number of gear fault detection techniques, which use the signal average in both the time and fre-
quency domain, were applied to the experimental data. Among the techniques investigated, two of
the recently developed methods appeared to be the first to react to the start of tooth damage. These
methods continued to react to the damage as the pitted area grew in size to cover approximately
75% of the face width of the pinion tooth. In addition, information gathered from one of the newer
methods was found to be a good wcumulative damage indicator. An unexpected result of the test
showed that although the speed of the rig was held to within a band of six percent of the nominal
speed, and the load within eighteen percent of nominal, the resulting speed and load variations
substantially affected the performance of all of the gear fault detection techniques investigated.

Key Words: Diagnostics; Failure prediction; Fatigue; Gear

Introdueton: Drive train diagnostics is becoming one of the most significant areas of research in
ruorcraft propulsion. The need for a reliable health and usage monitoring system for the propulsion
system can be seen by reviewing rotorcraft accident statistics. An invmsdpdon of serious rotocraft
accidents that were a result of fatigue fdlures showed that 32 percent were due to engine and tram-
mission components [I1. In addition, Sovenunentad aviation authorities are demanding that in the
near future the safety record of civil helicopters must match that of conventional fixed-wing turbojet
aircraf. This would require a substantial, thirtyfold, increase In helicopter safety statistics. Practi-
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cally, this can only be accomplished with the aid of a highly reliable, on-line health and usage
monitoring (HUM) system. A key performance element of a HUM system is to determine if a fault
exists, as early and reliably as possible. Therefore research is necessary to develop end prove vari-
ous fault detection concepts and methodologies.

A number of methods have been developed to provide early detection of gear tooth damage. McFadden
proposed a method to detect gear tooth cracks and spalls using the instantaneous phase of the de-
modulated time signal [21. Stewart devised several time domain discriminant methods of which
FMO, a coarse fault detection parameter, and FM4, an isolated fault detection parameter, are the
most widely referenced [3]. Lyon [4], and Liu [5], proposed using the instantaneous frequency of
the demodulated time signal to detect gear surface pitting. Methods NA4 and NB4 were recently
developed at NASA Lewis Research Center to provide early detection of gear tooth surface dam-
age, and continue to react to the damage as it spreads and grows in sevrity [6].

Verification of these detection methods with experimental data along with a comparison of their
relative performance is a crucial step in the overall process of developing a highly reliable HUM
system.

In view of the aforementioned, it becomes the object of the research reported herein to determine
the relative performance of the detection methods as they are applied to experimental data. Each
method is applied to vibration data obtained from a spiral bevel gear fatigue rig at NASA Lewis,
where the test gears are run until a fatigue failure occurs. In the test used in this study, a tooth on the
pinion developed a pit during the first five and a half hours of the run. The pit was allowed to
propagate over a majority of the tooth, resulting in tooth fracture. The performance of each method
is discussed, and overall conclusions are presented.

THEORY OF FAULT DETECTION METHODS: All of the methods in this investigation uti-
lized vibration data that was pre-processed as it was collected. To eliminate the noise and vibration
that is incoherent with the rotational speed of the spiral bevel test pinion, the raw vibration data was
time synchronous averaged immediately after being digitized. During time synchronous averaging,
the data was also interpolated to obtain 1024 points over five complete revolutions of the test pin-
ion. Each of the methods below were then applied to the time averaged and interpolated vibration
data.

FMO is formulated to be an indicator of major faults in a gear mesh by detecting major changes in
the meshing pattern [3]. FMO is found by dividing the peak-to-peak level of the signal average by
the sum of the amplitudes of the mesh frequency and its harmonics. In major tooth faults, such as
breakage, the peak-to-peak level tends to increase, resulting in FMO increasing. For heavy distrib-
uted wear or damage, the peak-to-peak remains somewhat constaunt but the meshing frequency lev-
els tend to decrease, resulting in FMO increasing.

FM4 was developed to detect changes in the vibration pattern resulting from damage on a limited
number of teeth [3]. A difference signal is first constricted by removing the regular meshing com-
ponents (shaft frequency and harmonics, primary meshing frequency and harmonics along with
their first order sidebands) from the original signal. The fourth normalized statistical moment (nor-
malized kurtosis) is then applied to this difference signal. For a gear in good condition the difference
signal would be primarily Gaussian noise, resulting in a normalized kurtosis value of 3 (non-dimen-
sional). When one or two teeth develop a defect (such as a crack, or pitting) a peak or series of peaks
appear in the difference signal, resulting in the normalized kurtosis value to increase beyond the
nominal value of 3.
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A demodulation !echnique was developed to detect local gear defects such as fatigue cracks, pits
and spalls [2]. The basic theory behind this technique is that a gear tooth defect will produce side-
bands that modulate the dominant meshing frequency. In this method the signal is band-passed
filtered about a dominant meshing frequevcy, including a many sidebands as possible. The Hilbert
transform is then used to convert the real band-passed signal into a complx time signal, or analytic
signal. Using the real and imaginary parts of the analytic signal, the instantaneous phase (i.P.) can be
estimated from the filtered sidebands. Teeth with a surface failure, or fatigue crack, will cause a leador lag in tooth contact during meshing, resulting in transient changes in the gear rotation. These

transient changes in rotation will dominate the I.R function. The standard deviation of the L.P. is
then calculated over one compicte revolution of the pinion to produce a single number in order to
quantify the relative variance of the I.P. at each point in the run.

Another technique was proposed in which the rate of change of the instantaneous phase is calcu-
lated [4, 5]. This rate of change, or instantaneous frequency (I.F.), is sensitive to the transient rota-
tional speed changes caused by teeth with surface defects, -%r root cracks, going through the meshing
process. The instantaneous frequency and instantaneous phase are different representations of the
same physical phenicnon, however the instantaneous frequency is, by definition, more sensitive
[4]. A small change in phase within a very short time would result in a correspondingly large change
in the I.P. The I.F. is also calculated from a bandpassed portion of the time signal, using the Hilbert
transform. The I.F. is found using equation I below:

f(t)= b(t)H' [b( t )j- b'(t)H[b(t)] f (!)
2xE 2(t)

where

f(t) instantaneous frequency (Hz)
b(t) band passed signal
11'(t) first derivative of band passed signal
H[b(t)] Hilbert transform of band-passed signal
H jb(t)] first derivative of Hilbert transform of bandpassed signal
E(t) envelope of bandpassed signal (magnitude of complex time signal)
fc carrier, or center, frequency of band (primary mesh frequency)

The standard deviation of the I.F is then calculated over one complete revolution of the pinion to
produce a single number in order to quantify the relative variance of the I.F. at each point in the run.

NA4 is a method recently developed at NASA Lewis to not only detect the onset of damage, but
also to continue to react to the damage as it increases [6]. Simi:ar to FM4, a residual signal is
constructed by removing regular meshing components from the original signal, however, for NA4,
the first order sidebands stay in the residual signal. The fourth statistical moment of the residual
signal is then divided by the current run time averaged variance of the residual signal, raised to the
second power, resulting in the quasi-normalized kurtosis given in equation 2 below:

sJ

NZ(r -i)'i

NA4(M) IL(2)

ME I
95



] where

r residual signal
T mean value of residuai signal
N total number of time points in time record
i data point number in time record
M current time record number in run ensemble
j time record number in run ensemble

In NA4, the kurtosis is normalized, however it is normalized using the variance of the residuai
signal averaged over the run up to the current time record number, where NA4 is being calculated.
With this method, the changes in the residual signal are constantly being compared to the running
average of the variance of the system, or a weighted baseline for the specific system in "good"
condition. This allows NA4 to grow with the severity of the fault until the average of the variance
itself changes. NA4*, a modified version of NA4, allows' "arameter to continue to grow further
by "locking" the value of the averaged variance when the instantaneous variance exceeds predeter-
mined statistical ';mitt. As with FM4, NA4 is dimensionless, with a value of 3, under nominal
conditions.

NB4 isanother parameter reLently developed at NASA Lewis. NB4 is similar to NA4 in that it also
uses the quasi-normalized kurtosis given in equation 2 above. The major difference is that instead of
using a residual signal, NB4 uses the envelope of the signal bandpassed about the mesh frequency.
As with the other demodulation techniques, the signal is band-passed filtered about the dominant
(primary) mesiiin$ frequency. Using the Hilbert transform, a complex time signal is created in which
the real part is the band-pass signal, and the imaginmy part is the Hilbert transform of the signal.
The envelope is the magnitude of this complex time signal, and represents an estimate of the ampli-
tude modulation present in the signal due to the sidebands. Amplitude modulation in a signal is most
often due to transient variations in the loading. The basic theory behind this method is that a few
damaged teeth will cause transient load fluctuations unlike the normal tooth load fluctuations, and
thus be observed in the envelope of th signal. NB4 can be calculated using equation 2 above, with
the exception of substituting the envelope o. the signal in place of the residual signal. NB4* uses the
same modification technique as NA4 * N B4 is also dimensionless, with a value of 3 under nominal
conditions.

Apparatus and Gear Damage Review: The fatigue damage on the test pinion shown in figures I
through 8, was obtained using the spiral bevel gear fatigue test rig illustrated in figure 9, at NASA
Lewis Research Center. The primary purpose of this rig is to study the effects of gear tooth design,
gear materials, and lubrication types on the fatigue strength of aircraft quality gears. Because spiral
bevel gears are used extensively in helicopter transmissions to transter power between nonparallel
intersccting shafts, the use of this fatigue rig for diagoostics studies is extremely practical. Vibration
data from an accelerometer mounted on the pinion shaft bearing housing was captured using ,im or-
line program running on a personal computer with an analog to digital conversion board and anti-
aliasing filter. The 12-tooth test pinion, and the 36-tooth gear have a 35 degree spiral angle, a I in.
face width, a 90 degree shaft angle, and a 22.5 degree piessure P.,agle. The pinion transmits 720 hp,
at a nominal speed of 14.400 ipm.

Pictures cf tooth damage on the pinion at various stages in the test are illustrated in figures I through
8. At the first rig shut-down, at about five and a half hours into the test, a small pit was observed on
one of the teeth on the test pinion, as illustrated in figme 1. The rig was shut-down an additional
seven times to observe and document the damage as it progressed during the run. As seen in figures
I through 4, the pitted ata gradually spread to cover over 75% of the face of pinion tooth. At
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approximately twelve hours into the run, pitting started to appear on adjacent teeth, as seen in figure
5. The pitting on the adjacent teeth continued to grow until it covered a majority of the face of three
adjacent teeth on the pinion, and part of the face on another adjacent tooth, as seen in figure 7, taken
at approximately sixteen hours into the run. The run was stopped when it was found that one of the
three heavily pitted pinion teeth experienced a tooth fracture, losing one third of the tooth, as illus-
trated in figure 8. The break-off occv rred sometime between the seventh shut-down (16.16 hours)
and the ed of the test (17.79 hours).

Discussion of Results: Figures 10 and I I illustrate the minor speed and load fluctuations present
during the run. Figures 12 through 20 illustrate the results of applying the various fault detection
methods to the experimentlly obtained vibration data. In all of the figures from 10 through 20, the
vertical dashed lines numbered I through 8 correspond to the eight rig shut-down times, with the
resulting damage documented in figures I through 8, respectively.

4 The fluctuations in speed and load over the course of the run were found to have significant effects
on the response of the fault detection techniques. As seen in figure 10, the rig speed varied within a
band of approximately 6% about the nominal pinion speed of 14A00 rpm. From figure II, it also
can be seen that the gear torque varied within a band of approximately 18%. The sharp change in
speed and load that occurred at approximately 8.75 hours into the run, shortly after shut-down #3,
affected the response of all of ,he parameters, in particular NA4. As seen in figure 15, the response
from NA4, and NA4*, more than doubled, not due to a major increase in damage, but to the load and
speed change at that point. The step changes in speed following shut-downs 4, 5. and 6, and the
gradual change in speed in the interims between shut down are clearly evident in a majority of the
parameters. The various levels of parameter response for FMO, FM4, NA4, and NB4, as seen in
figures 12, 14, 15, and 16, respectively, can be directly linked to the speed changes. The sudden drop
in parameters NA4 and NB4 at approximately 3.75 hours, as seen in figure 13, corresponds exactly
to the shift in gear torque at that time, as shown in figure Ii

As seen in figure 12, the parameter FMO shows only moderate changes as the damage starts and
progresses. A majority of the variations in FMO are most probably due to the speed and load varia-
tions during the run.

Parameters NA4 and NB4 are the first to react to the pinion tooth damage, as seen in the first 6.5
hours comparison plot of NA4, NB4, and FN14, illustrated in figure 13. The damage observed dur-
ing chut-down number 1, illustrated in figure i, occurred sometime between 1he start of the run and
the lime of the first shut-down, 5.50 hours, In earlier studies, parameter NA4 was shown to be very
reliable and sensitive to the start of pitting damage [6]. At approximately 1.25 hours into the run
both NA4 -.nd NB4 increase from the nominal value of 3 to values from 4 ,o 6. thus indicating the
start of tooth damage. Both NA4 and NB4 drop in amplitude at approximately 3.75 hours, coinci-
dent with, and thus influenced by, the change in gear torque that remains until the first shut-down
(5.5 hours).

P-arameter FM4 did show a possible reaction to the pit at approximately 3 hours into the run, as
illustratcd in figure 14. 1M4, however, gives no coherent indication as the pitting grews in severity,
even when it is still limited to a single tooth, i.e. up to approximately 10 hours into the run. This is
surprising since FM4 was designed to be a single tooth defect parameter. Most of the changes seen
in FM4 are due to corresnonding load and speed changes.

As seen in figure 15, NA4 not only gives an initial reaction to damage at 1.25 hours, but it also
continues to react as the Jamage increases. When the fig is restarted after shut-down #1. NA4
increazes steadily to a value of 7, as the damage progresses from the small pit in figure 1, to the pit
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seen in figure 2, (covering 50% of the tooth). NA4 then continues to increase to a value of 17, as the

pit grows to cover over 75% of the tooth surface, ar illustrated in figure 3. NA4 then progressively
drops down, as its run averaged denominator increases. NA4* maintains its sensitivity, due to the
denominator being locked, and thus continuing the comparison of current conditions to the denomi-
nator representing the system in "good" condition. Again, the speed and torque influences on pa-
rameters NA4 and NA4* are clearly seen, especially near shut-downs 3, 4, and 5.

Parameter NB4 shows trends very similar to those seen in NA4, except NB4 gives a more robust
reaction to the damage. As seen in figure 16, NB4 increases from a value of 5 for the observed small
pit, figure 1, to a value of 25, as the pit covers 50% of the tooth, figure 2. When the pitting covers
over 75% of the tooth, figure 3, NB4 increases to a value of 40. As with parameter NA4*, NB4* is
used to maintain the response through the end of the test. Again, the speed and load variations
clearly affect the response of parameter NB4 and NB4*, as seen in figure 16, near rig shut-downs 3.
4. 5, and 6.

Figures 17 and 18 present the results of computing the standard deviation of the instantaneous
frequency (I.E) of the bandpassed signal using ± 2 sidebands, and ± 1 sideband, respectively. As
seen in figure 17, the I.F. gives a robust reaction once the pitting is established, at 5.5 hours. This
reaction is coincident with the start-up of the rig, following shut-down #1. However, neither the
speed nor load change sufficiently enough at the start-up to cause the I.F.'s initial and sustained
reaction at that point. Unfortunately, the ultra-sensitivity of this parameter makes it vulnerable to
noise in the signal, even though the noise has been minimized with time synchronous averaging.
Because the gear ratio of the test mesh is exactly 3:1, it is nearly impossible to remove the gear
vibration from the pinion vibration signal. Some of the noise in the results shown in figure 17 could
be due to the combination of gear noise in the signal, and the increased sensitivity of the parameter.
Reducing the number of sidebands used to only ± 1, in an effort to reduce noise in the signal, results
in eliminating some of the fault information from the signal, as illustrated in figure 18.

The standard deviation of the instattaneous phase (I.P.) is illustrated in figure 19. As seen in this
figure, the I.P. gives a robust reaction at 5.5 hours into the run, after the pit has been established. The
I.P. increases as the pit grows to cover over 75% of the tooth face, similar to NA4 and NB4, however
in a less steady manner. The l.P. continues to react to the end of the test, fluctuating in some cases as
a result of the speed changes. It is not known why the I.P. gave no clear reaction to the pitting prior
to 5.5 hours into the run.

Figure 20 shows the denominator of parameter NB4, or the run averaged variance of the envelope of
the bandpassed signal. Due to the ran averaging process, this parameter increases steadily as the pit
grows from the initial small pit to the end of the test. It gives a steady indication of accumulative
damage without the influence of speed or load fluctuations.

Based on the results just presented, parameters NA4 and NB4 gave the best indication of the start
and initial progression of pitting damage. As discussed, NA4 and NB4 detected tooth damage at

o approximately 1.25 hours into the run, which was the first Indication of all the methods investi-
gated. NA4 and NB4 continued to increase as the pitting damage increased to cover over 75% of the
pinion tooth.

An unexpected result of this study showed that although the speed of the rig was held to a band
within six percent of nominal speed, and the load was held to within a band of eighteen percent of
nominal, the resulting speed and load variations present during the test substantially affected the
pertormance of all the gear fault detection techniques investigated. lb increase the reliability of the
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parameters over speed and load variations, the more promising parameters, NA4 and NB4, should
be modified to adapt to the different load and speed baselines to give consistent values based on
damage alone, regardless of operating conditions.

Conclusions: Based on the resuhs of applying a number of gear fault detection techniques to ex-

perimental data from a spiral bevel gear fatigue rig, the following conclusions can be made;

1) Parameters NA4 and NB4 were the first to react to the gear surface damage, and thus are good
indicators of initial pitting.

2) Parameters NA4 and NB4 continued to react as the surface pitting increased to cover over 75% of
the face width of the pinion, thus indicating increasing damage severity.

3) The run-normalized variance of the bandpassed signal's envelope (denominator of NB4) was
found to be a good accumulative damage indicator.

4) The standard deviation of the instantaneous phase and instantaneous frequency gave robust indi-
cations of the pitting damage, once the pitting was esutiblished. These parameters, however,
are more sensitive to noise in the signal.

5) All of the methods were sensitive to the minor changes in rig speed and load. Additional research
is needed to modify methods, such as NA4 and NB4, to give reliable indications, regardless
of speed and load.
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Figure 1I.-Pinion damage at t 6 .50 hr. Figure 2.-Pinion damage at t z 6.55 hr.

PFpg* 3.-Pinion damagesat t UBS h Pgure 4.-Pinion damage at t 1003 hr.
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Figure 5.-Pinionl damage at t 12.03 hr. Figure 6.-Pinion damage at t =14.53 hr.

Figure 7.-K 4don daouiage at t 10.10 hr. Figure 3.-Pion dr~mWg at t 17.79 hr (end).
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THE AUTOMATED TRAN SFOMOR OIL ]MONITOR
(ATOM)

Grant John Gorton
NXF Engineering Inc

4200 Wilson Blvd Suite 900
Arlington, VA 22203

Abstracts The Automated Transformer Oil Monitor (ATOM)
is designed for condition monitoring and failure prevention
for large utility transformers. ATOM was developed by
Advanced Optical Controls (AOC) Inc, an NKF Engineering Inc~affiliate, under sponsorship of the Consolidated Edison

Company of New York. AOC specializes in fiber optic
technology and advanced sensor applications, The ATOM
project was initiated to provide on-line diagnostics for
transformer oil gaseous content to evaluate transformer
material condition and predict the onset of transformer
failure. The device is designed to operate continuously and
provide real-time or near real-time analysis of transformer
condition. This is intended to replace the current
laboratory analysis of manually removed oil samples. The
ATOM extracts gases from the transformer oil without
permanently removing any oil from the transformer and
determines the concentrations (PPM) of seven different gases
of interest. These concentraLions can be trended or
compared against alarm criteria.

Key Words: Oil analysis; transformers; sensors; detection;
diagnostics; gases; fiber optics; neural networks; condition
monitoring

Introductions Large transformers are an Integral part
of generation and distribution systems for utility power
plants of all sizes and types. These transformers represent
major investments and their reliability is important to
plant power production. Damage or failure of a transformer
can mean a major maintenance headache and major dollar
expenditures. As large transformers deteriorate, gases
build up in the oil in the transformer. Monitoring the
concentrations of gases in the oil offers maintenance
engineers the ability to assess transformer material
condition, detect deterioration prior to failure, and trend
life expectancy. The current method of gas sampling
requires manual removal of oil from the transformer with
shipment to a laboratory for gas chromatography analysis.
An automated, on-line monitoring system would save man-
hours, save dollar expenditures, increase data availability,
and improve material condition ascssment.

In 1992, Consolidated Edibon Company of New York teamed with
Advanced Optical Controls (AOC), an affiliate company of NKF
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Engineering Inc, to develop an on line oil monitor for large
transfonners. AOC has been involved for several years with
the Advanced Research Project Agency developing advanced
sensing and signal processing technologies for the detection
and classificatior of fires, flooding, and toxic gases for
Nav, submarine damage control. AOC was contracted to apply
this technology to transformer oil monitoring. The
Automated Transformer Oil Monitor (ATOM) has four
operational goals;

- Detect the seven gases of interest shown in Table 1

- Differentiate the background gases shown in Table 2

- Maintain suitable accuracy for trending and alarm

- Provide real time data

The ATOM has been developed in a four step process:

- Sensing Technology Assessment

- Environmental Performance Demonstration

- Prototype Testing

- Production

Sensing Technology Assessment: There are three basic ways
to monitor gaseous content in oil; measure the gases while
they are still in the oil, separate the gases from the oil
with permeable membrane technology, or separate the gases
using a vacuum. While the vacuum separation method is the
"lowest tech" method, it has several advantages:

- This extraction process is used in the laboratory so the
on line measurements should compare directly with current or
future laboratory tests.

- Adjusting the amount of oil from which the gases are
extracted offers a simple way to extend the dynamic range of
the sensor suite. If gas concentrations are low, suck from
a larger oil volume to increase the amount of gases at the
sensor. If gas concentrations are high, reduce the volume
of oil to decrease the amount of gases at the sensor.

The extracted gases going to the ATOM sensors are
available for collection and manual analysis. This allows
the use of gas chromatography for direct calibration of the
ATOM.

After extraction, the gasee are detected by a series of
fiber optic chemical sensors. The sensor signals are
analyzed by a neural network that has been trained to use V
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TABLE I

DISSOLVED GASES IN OIL USED TO
ANALYZE TRANSFORWR EXALTS

Threshold Levels
To Be Detected
(Parts Per Million)

Hydrogen 100 to 2,000

Methane 20 to 1,000

Carbon Monoxide 200 to 5,000

Carbon DWoxide 3,000 to 10,000

Ethylene 10 to 1,000

Ethane 10 to 500

Acetylene 5 to 200

TABLE 2

MAIN BACKGROUND DISSOLVD GASES

Propane

Propylene

Isobutane

N-butane

Isopentane

N-pentane

N-hexane

107



the sensor input signal to identify the gAses present and
their concentrations in parts per million (PPM). After
development, the sensor suite was tested using sample gas
mixtures of varying known concentrations of the gases ofinterest. During this series of tests, the ATOM

demonstrated accuracy's typically in the 9S-99 per cent
range.

Rnvironsental Performance Demonstration: With the
successful testing of the sensor concept, the next step was
to develop a full working ATOM unit to test the gas removal
and sampling system operation under real life conditions.
This unit was named the "environmental vanguard" (EV) unit
since its main function was to demonstrate that the
monitoring concept would function as well on a transformer
in a real life power substation as it did in the laboratory.
The main operational requirements for the EV unit were:

Maximum reliability under installed conditions

Little or no routine maintenance

Easy to install and use

Low cost for both procurement and life cycle

A block diagram of the ATOM is shown in Figure 1. The ATOM
is mounted external to and adjacent to the transformer. It
is connected by two pipes or hoses for oil supply and return
with a flow rate of approximately 3 gallons per hour. The
unit is powered by 120 VAC and reboots after power
interrupts. Communications can be completed by RS-232 or
telephone line. Incoming oil passes through a heat
exchanger to reduce temperature. A metering valve restricts
oil flow and a gear pump is used to return the oil to the
transformer. A solenoid valve controls flow and a check
valve prevents back flow in case of malfunction. The
circulating oil passes through a partially filled chamber
with the head space evacuated by a vacuum pump. Tht vacuum
pump draws the gases through oil traps and then pumps them
past the sensors to atmosphere. The signals from eachsensor are merged and then processed.

The EV unit was design to be constructed quickly and
inexpensively as a demonstration unit and, therefore,
differs slightly from the Figure 1 design. The EV unit has
a limited sensor suite instead of the complete sensor suite
that the prototype and production versions have. It also
has an infrared spectrometer installed to sample gases in
series with the fiber optic sensors. The unit is controlled
by two 386 version PC's with "temporary" electronics
allowing AOC and ConEdison to evaluate the EV ATOM's
performance. This EV unit was installed on a transformer at
ConEdison in November of 1993.
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Prototype Testingi With the EV' unit running with no
problems identified, the next step was to develop three
prototype units to install on transformers at ConEdison.
The prototype units have full sensor suites instead of the
partial suite if the EV unit. These prototype units do have
the IR spectrometer installed, however, and also use a two
386 PC control set up as the EV unit does. The prototype
units are sampling their respective transformers every 17
minutes. The data is temporarily stored in the control PC's
and downloaded daily to the AOC office for evaluation. The
prototype units were installed in January and will operate
for a three month test period.
Production Units: Tile lessons learned and any design

modifications which result from the EV and prototype unit
operation will be incorporated into a production unit for
sale on the open market. It is anticipated that production
units will be available in the fall of 1994. AOC and
ConEdison are targeting an initial production run of one
hundred units for the first year.

Condition Nonitoring Application: Setting up a condition
monitoring operation for any piece of equipment or system is
a four step process:

- Identify Conditions to be Monitored

* - Evaluate Technologiez to Monitor Desired Parameters

- Develop Performance Criteria

- Prepare a Material Condition Assessment Plan

The identification of transformer oil gases as a desirable
condition to monitor was the basis of the ATOM development.
The joint research and development effort of AOC and
ConEdison to date has concentrated on demonstrating that the
ATOM is an effective technology for monitoring transformer
oil.

Performance Criteria Developments The data collected by the
EV and prototype units, along with historical data from
ConEdison will be used to develop Performance Criteria for
each transformer to be monitored. Performance criteria
development for transformer oil involves the identification
of three specific values:

- Initial Performance Value: The concentration of gases
which exist in the transformer under normal operating
conditions when it has no degradation present. This value
may be different for each transformer and may be a function
of specific transformer design, transformer load, and/or
environmental conditions surrounding the transformer. The
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initial performance value represents the baseline for
trending and material condition assessment.

- Alert Value: This value represents a warning that either
serious degradation is occurring or material condition has
reached a serious level. The raert value could be based on
concentration of one gas, combinations of gas
concentrations, or the rate of change of 9 concentr.Zions.
The ATOM analysis processor is designed to support
evaluation of both concentration and rate of concentration
change. The alert value is generally determined to indicate
that action is required by the operators or maintenance
personnel to prevent a transformer failure. Examples of
potential actions include:

-- Decrease power transmission through the transformer

-- Increase the sampling frequency of the ATOM and monitor
conditions more closely

-- Plan a repair of the transformer at an appropriate future
time.

- Shutdown Value: This value represents an alarm condition
where failure of the transformer is eminent. An immediateshutdown of the transformer is required.

The Performance Criteria will be used to set the various
alarm functions that are built into the ATOM. The alarm
settings may well be different for different transformers.

Material Condition Assessment Planning: Material condition
assessment planning involves determining how to trend the
variation in concentrations and concentration change rates
for the gases being monitored. Some of the issues which
have to be resolved include:

- Do concentrations for a given transformer vary based on
transformer load or environmental conditions?

- What types of degradations result in concentration

changes? 4

- How predictable is transformer degradation?

The Material Condition Assessment Plan 13 generally a
document that contains all the guidance necessary to monitor
the material condition of a system and its components. The
document contains the procedures used for monitoring, which
would include any ATOM control settings, sampling rates,
calibration of the ATOM, and any check or verification
samples required (since the ATOM installation supports
manual sampling for laboratory analysis). Data storage and
retrieval techniques are also covered in the document. For
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the EV and prototype units, data is stored locally and
downloaded daily to a central facility, the AOC office, for
analysis. For production units, the location of the
transformer and the current utility maintenance datahandling procedures will dictate these decisions. The Plan

also documents the analysis techniques used to evaluate all
data collected, including any expert systems or artificial
intelligence programs. For the ATOM this will mean
explanations of how changes in various gas concentrations or
changes in rate of concentration build up equate to
conditions in the transformer.

Conclusions The ATOM offers utilities the ability to on-
line monitor and trend transformer material condition and
provides a cost effective incipient failure detection device
for this expensive and critical power distribution
component.
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FAILURE ANALYSIS OF AN INCONEL 718 BARREL NUT FROM AN
ARMY ATI'ACK HELICOPTER

U.S Army Aviation and Troop Command, St. Louis, MO 63120

Victor K. Champagne
Gary Wechsler

Marc Pepi
U.S. Army Research Laboratory, Materials Directorate,

Watertown, MA 02172

Abstract: During a routine preflight inspection at Ft. Hood, an outboard I
barrel nut was found to be cracked on an Army helicopter. Subsequent
inspections at Ft. Hood and Ft. Rucker revealed an additional seven barrel
nuts with large cracks. The components are used in many critical
appli';ations. The failures under investigation in this study were relegated to
the vertical stabilizer of the aircraft. The failures were all attributed to
hydrogen-assisted, stress corrosion cracking. Galling between the
unlubricated bolt and the nut threads provided the sustained hoop stress
while galvanic corrosion of the carbon steel retaining clip in contact with
the barrel nut generated hydrogen as a result of the corrosion process. The
microstructure of the material also displayed an acicular grain boundary
delta phase which is not as de,'-able as a spherodized ctructure.
Recommendations were made to utilize a corrosion inhibitive lubricant on
the threads of the barrel nut and mating bolt to reduce galling and the
consequential high stresses which result from metal to metal contact during
torquing. A stress analysis of the part showed that the high strength level of
the material could be reduced to increase fracture toughness and resistance
to hydrogen cracking. The acicular delta phase should be avoided in
accordance with AMS 5662F and the extrusion direction of the material
should be parallel to the principal loading direction. Salt fog testing of the
proposed barrel nut configuration revealed that the shoulder height base
thickness should be increased. Future vendors should qualify their product
by conducting a prescribed salt fog test incorporating the prescribed torque
requirements. Finally, the material used to fabricate the retaining clip
should be changed to prevent galvanic corrosion.

Key Words: Failure analysis, fractography, hydrogen cracking, Inconel
718, stress-corrosion cracking.

Background: During the early 1980's several catastrophic failures of high
strength H-11 fasteners were encountered by the aerospace industry. These
failures were attributed to service induced hydrogen embrittlement. In
response to this problena, the FAA issued an advisory against the use of such
fasteners in critical applications. The Army Aviation and Troop Command
(ATCOM) in turn issued an engineering order to replace all H-I1 fasteners in
critical applications on the Apache with those fabricated from Inconel 718,
in accordance with an engineering change proposal (ECP) submitted by the
primary contractor. The ECP required that the Inconel 718 material be heat
treated to 220 ksi minimum ultimate tensile strength and cadmium plated
incorporating a vacuum or an electrolytic deposition process. Whereas, the
previous design specified tme use of a dry film lubricant on both the bolt and
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barrel nut, the new ECP did not. 'Therefore, the torque preload values were
recalculated and adjusted from 1,850 to 975 in-lbs. Approximately 8 to 10
months after the ECP was implemented, an outboard barrel nut was found
cracked at Ft. Hood, during a routine preflight visual inspection.
This incident prompted further inspections at Ft. Hood and Ft. Rucker. An
additional seven barrel nuts were found cracked. A total of three cracked
barrel nuts were sent to the Army Rsesirch Laboratory (ARL) for
examination. The first broken part .was found during a pre-fight visual
inspection at Ft. Hood. The two remaining barrel nuts were detected during
visual inspection at Ft. Rucker. All the components were manufactured by
the same company (designated within the context of this report as
"Contractor A") and were from the same lot number (03). There was also an
alternative supplier to these parts (identified as "Contractor B") but no
failures were attributed to this company.

In addition to the three failed components examined at ARL, I- other barrel
nut and bolt assemblies were subjected to sait fog testing whaile loaded. These
parts repiesented three groups Four parts were fabricated by Contractor A,
and four others by Contractor B. The remaining parts represented a newly
proposed design which were manufactured by Contractor B. These
assemblies were exposed to a salt fog environment over a prescrbed period
of time or until failure and subsequently examined metallurgically. A series
of barrel nuts fabricated by Contractor A were also mechanically loaded to
failure over a conical mandrel and the resultant fracture surfaces compared
to those of the failed components.

Visual Inspection/Light Optical Microscopy: Figure 1 shows the
failed barrel nut assembly from Fort Hood, designated "11" in the as-received
condition. The washer, spring clip, cradle and mating bolt have all been
identified. A single crack (denoted by arrow) was observed on the barrel nut
running perpendicular to the bolt threads. The fracture occurred parallel to
the axial loading direction. The cradle was also cracked in two areas. The
cadmium plated surfaces of the components displayed typical signs of wear
but the shank of the bolt was almost entirely void of the plating from the
region located above the barrel nut to the bolt head. The steel spring clip
showed a significant amount of corrosion. No other unusual markings were
observed.

The crack propagated through the entire thickness of the nut. The company
insignia, part number (84209-820) and lot number (03) was still clearly
visible. One of the legs of the cradle had actually bent outward from the
component, most likely as a result of a post-fracture incident. The two other
barrel nut failures from Fort Rucker identified as "RI" and "R2", displayed
similar features and were also manufactured by Contractor A, lot number
(03). The only significant difference was that both cracks in the cradle of
the two Fort Rucker failures were very easily discernable while one of the
two cracks in the Fort Hood cradle was barely visibl.. Corrosion products
were found on the surface of the cradle and the nut. The corrosion was
reddish-brown in color and most likely originated from the steel spring clip.
One of the two raised sections (legs) of the cradle had bent outward and the
barrel nut was no longer square becaure the crack had widened a significant
amount.

116



Fr-9

Examination of the threads on the barrel nuts revealed evidence of metal
debris and wear. However, much of the cadmium plating on the threads was
still intact. It is believed that some of this damage may have occurred during
final fracture. As the crack propagated through the entire thickness of thebarrel nut, the bolt is thought to have pulled out during that instant causing
the bolt threads to shear. The two Fort Rucker bolt threads experienced

shearing while the Fort Hood bolt did not. Some of the galling observed may

have also occurred during installation since a lubricant was not used. Wear
marks and exposed base material was also observed on the bolt threads that
had been inserted into the barrel nut. Frictional forces between the mating
threads of the bolt and barrel nut may have been sufficient enough to have
caused some excessive wear and stress concentration areas.

Microstructure Analysis: A transverse section (parallel to the fiacture
plane) was taken from each of the three failed barrel nuts. Figure 2 reveals
the extrusion direction of barrel nut R2 which extends parallel to the
direction of crack propagation. A transverse section of a Contractor B barrel
nut was also examined for comparative purposes and the resultant flow
pattern was perpendicular to that of the Contractor' A counterpart and would
be more desirable under the loading conditions encountered during service.
Banding was also observed in both the Contractor A and Contractor B barrel
nuts running in the same direction as their respective flow patterns. The
Contractor A material displayed heavy banding which consisted primarily of
MC carbides and delta phase in the form of a Widmanstatten structure within
the grains and an acicular structure at the grain boundaries, as shown in
Figure 3. The Contractor B material contained only slight evidence of
banding which was comprised primarily of MC carbides as shown in Figure
4. The Contractor A sample contairied a large concentration of delta phase in
the form of a Widmanstatten structure while the Contractor B material did
not. The MC carbides which were aligned preferentially in the extrusion
direction seemed to be found in clusters more often in the Cont'actor A
material. The grain boundary delta phase was in the form of an acicular
structure in the Contractor A material while the Contractor B matmrial
contained a more spherodized structure. Figure 5 is an optical micrograph
representative of the Contractor A material at high magnification. The
grains are almost completely surrounded by an acicular delta phase whereas
the Contractor B microstructure contained a more spherodized grain
boundary delta phase which surrounded a significantly smaller percentage
of the grains, as depicted in Figure 6. The etchant used during this
examination consisted of 100 ml of ethyl alcohol added to 100 ml of
hydrochloric acid and 5 grams of cupric chloride.

The grain size was required to be 5 or finer (ASTM El 12-63). The grain size of
the Contractor A and Contractor B material was measured utilizing this
specification. A reference standard illustrating ranges of grain size (1-8)
was superimposed on the photographs for ease in comparison. The
Contractor A grain size was approximtely 8 while the Contractor B material
displayed a much finer grain size than that of the reference standard.
However, both mzterials satisfied the specification requirements.

Carbides which form in Alloy 718 arc primarily MC type with a nominal NbC
composition, although titanium and molybdenum can subgtitute for niobium
In some circumstances. X-ray mapping was performed within the scanning
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electron microscope utilizing energy dispersive spectroscopy (EDS) of MC
carbides found on both sets of samples. The results indicated a high
concentration of Nb and Mo. These carbides being very hard and brittle are
usually considered undesirable because they reduce the ductility of the alloy.
i addition, they tie up niobium necessary for the formation of the

strengthening phases. There was no evidence of Laves phase found in any
of the specimens examined. Chemical segregation can result in the
formation of large, blocky intermetallic particles known as Laves phase
which is also very brittle and adversely affects the properties of the alloy.

A cross.sectidn was iake>n tOarr l, i- crack origin and prepared
metalkographicaliy for exa-niation. Figure 7 represents the Fort Hood

a)rrl nut failute. The fracture , akh appears to be quite intergranular at
the onin. The specimen hal been polished in relief to highlight the
grai.

Chem!cal Analysis: Matevial sectioned f'rom a representative failed
barrel nut end bolt (both from RI) were suhjkc;.td to chemical analysis.
Atomic absorption and inductively coupled argon plasma emission
spectrometry were used to determine the chemical composition of the alloys.
The carbon and sulfur content was analyzed by the Leco Combustion Method.
The compositional ranges of the mateial under investigation compared
favorable with the published values.

Hardness Testing: A serics of microhardness measurements were
performed on cross sections of the three failed barrel nuts and a Contractor B
barrel nut from inventory, for comparative purposes. Each nut was
sectioned in half transversely and metallographically prepared. Knoop
microhardness measurements were taken on the surface. The barrel nuts
were required to exhibit a hardness of 42 HRC. The failed nut from Ft. Hood
displayed an average hardness of 507 HK or approximately 47.8 HRC, while RI
was 515 HK or approximately 48.3 HRC. Specimen R2 was 525 HK or
approximately 48.9 HRC and the Contractor B nut from inventory was 510 HK
or approximately 48.0 HRC. All values obtained conformed to the governing
specification, and were very close to one another.

Tensile Testing: Tensile specimens were sectioned from two failed barrel
nuts (RI and R2), as well as a Contractor B barrel nut from inventory.
Substandard specimens were fabricated according to ASTM E8. rhe
specimens were tested in a 20,000-pound capacity Instron universal
electromechanical test machine. A 10.000-pound load cell was utilized for the
measurement of load. The pull rate was 0.05 inches/minute. Testing was
conducted at room temperature at 50% relative humidity. The ultimate
tensile strength was required to be 225,000 psi minimum, and 245,000
maximum. The minimum per cent elongation was specified as 8 in 4D. The
results of this testing are listed in Table 1,

Ii
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Tab II
Tensile Test Results

samle Diameter Area Maximum Load UTS

R 1 0.066 0.0034 800 233,836 17.6

R2 0.078 0.0048 1,050 219,741
Contractor B 0.066 0.0034 705 206,068 16.0

• was not calculated

Fractographic Examination: The three failed barrel nuts were sectioned
to separate both fracture halves for examination. Optical and scanting
electron microscopy was utilized to identify important features of the
fracture surface relating to the failure mechanism. The Fort Hood barrel nut
was determined to be representative of all three service failures and will be
used within this discussion to describe the manner of crack propagation.
Cracking occurred parallel to the axial loading direction or perpendic'i!ar to
the threads. A discolored region was observed on the fracture surface near
the crack origin. Energy dispersive spectroscopy (EDS) was utilized to
characterize the chemistry of the surface within this area. The elements
associated with the base material were detected as evidenced by Ni, Fe, Cr, Ti,
Nb, Mo and Al peaks. A large Cd peak and small 0 and Cl peaks were found
and most likely represented corrosion product from one of the barrel ndt
assembly components that had been cadmium plated. Corrosion products of
this cadmium plated part and the underlying base material could have seeped
into the slowly propagating crack in the barrel nut causing a discolored
zone. The reddish brown appearance of this stained region suggests that thd
corrosion products on this surface were rich in iron and may have
originated from a steel component in contact with the barrel nut, such as the
spring clip. Even though the EDS analysis supports this deduction an
argument can be made that the Fe, Cd and 0 peaks may represent only the
barrel nut material.However, the reddish brown appearance of the
discolored region indkates corrosion of an iron rich material. The
remaining elements are believed to be contaminants, although Si, S and Ca
are acceptable within this alloy in very low concentrations. Fig-ure 8 is an
optical macrograph highlighting the fractographic features of the surface.
The chevron markings and river pattern convergi to an area identified as
the crack initiation site as shown by the arrow.

Figure 9 is a schematic illustrating a cut-away section of the barrel nut, bolt
and cradle showing the location of the fracture origin observed on all three
service failures. Cracking had initiated near the first thread of the barrel
nut adjacent to the cradle. Figure 10 is a schematic illustrating the four
distinct zones noted on the fracture surfaces. The fracture originated within
the discolored region identified as Zone i. This region was relatively free
from smearing which can occur if the two fracture faces rub against one
another in service, but contained surface contamination and debris.
Cracking had occurred in a brittle manner which was discernable, even at
relatively low magnification. Zone I was an area of slow crack growth
showing little ductility and the morphology was intergranular as shown in
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Figure 11. Zone 2 was a region where fracture by intergranular decohesion
transformed to a more dimpled mode. as depicted in Figure 12. The fracture
mode observed in Zone 3 consisted primarily of equiaxed dimples which is
associated with ductility. Zone 4 consisted of shear lips adjacent to the outside
perimeter which displayed directional dimples. Crack propagation occurred
at a faster rate within Zone 3 and final fracture took place within Zone 4.

Further EDS analy.is was performeca within the various zones of fracture.
The spectrum obtained from Zones 3 and 4 revealed primarily those
constituents associated with the base material. There was no significant Cd,
Cl, or 0 peaks detected, A very large concentration of Cd, had been detected
along with Cl and 0 near the crack origin site. The corrosion product
A,6srved o the surface of the barrel nut cradle was also aiialyzed by EDS. A

significant concentration of C! was detected. The Cd peak in this case
primarily represents the plating on the surface of the cradle. The small Fe
and 0 peak may represent corrosion product from the steel spring clip or the
base material of the cradle. Fracture Zones 3 and 4 primarily contained those
elements associated with the base material. No significant concentration of
Cd or Ci was detected.

Mandrel Testing: A series of Contractor A barrel nuts were subjected to
mechanical testing. The barrel nuts were mechanically loaded to failure over
a conical mandrel. Subsequent fractographic analysis of the failed barrel
nuts revealed surfaces which were entirely dimpled. This type of fracture
morphology is ind-cativc of a ductile failure. Since the fracture surfaces of
the failed barel nuts displayed significant intergranular regions at the
crack origin, it became evident that initi: crack growth may have been
environmentally assisted.

Salt Spray Testing:

Procedure
A series of three salt spray tests were conducted oat Contractor A , B and
newly designed barrel nut assemblies, in an effort to reproduce .,,: failure
mechanism and to compare the three barrel nut designs. The differences in
design included the height of the conical section , the thickness of the base
and the hardness of the material .The assemblies were tested in an actual
aluminum fuselage section. Bolts were inserted through a block of 6061-T6
aluminum, which represented the rear vertical stabilizer of the helicopter.
Some of the blocks were machined with a 0.6 degree taper, while ether
blocks were flat and parallel. The taper was designed to induce a bending
moment within the nut to replicate the effects of having a bolt inserted at an
angle causing a stress concentration and galling when toiqued. The bolts
were threaded into the barrel nut assemblies pnd were then torqued and
placed In a salt spray chamber. The bolts were inrementally torqued to
higher stress levels at regular intervals following a schedule determined by
ATCOM, The chamber ma!ntained a sail fol with 5% NaCI by weight, at 118.7
OF, and 100% relative humidity. During the torquing process, the assemblies
were removed from the chamber for no longer than five minutes. Torquing
was conducted utilizing a digital torque wrench, having a capacity of 250 ft-

lbs.
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Results
Two Contractor A barrel nuts broke while being salt spray tested and the
resultant fracture surfaces revealed similar features as the failed
components (intergranular fracture at the crack origin and ductility in the
area of final fracture). However, the region of intergranular fracture
within the barrel nuts broken in the salt spray chamber was smaller than
that of the three field failures. This was attributed to the higher torque
levels prescribed during the laboratory salt fog test as opposed to the lower
values specified in service. It is believed that higher stresses would result in
faster initial crack growth. The Contractor B and newly designed barrel nuts
did not experience failure as did the Contractor A nuts tested under identical
conditions. The use of tapered blocks to cause a slight mismatch and galling
of the threads on the barrel nut and mating bolt did not contribute to
premature failure of loaded barrel nuts during exposure to a salt spray
atmosphere.

Discussion: The data obtained from examining and comparing the three
Contractor A barrel nuts that failed in service, the two Contractor A barrel
nuts that failed in the salt spray chamber test, the Contractor B barrel nuts
from inventory and the proposed redesigned barrel nuts that did not fail the
salt spray chamber test indicated that part geometry, microstructure, heat
treatment, mating materials, lubrication and environment all contributed toI premature failure. The smaller cross-sectional area at the conical threaded
region (shoulder) of the Contractor A barrel nut contained less volume in
which to distribute external loads than the Contractor B and the newly
designed barrel nuts. This resulted in higher stresses at this area during
service. Another factor contributing to regions of high localized stress would
be the installation of the bolt into the barrel nut assembly. The wear and
metal debris observed within the threaded section of the failed barrel nuts
may have been attributable to improper seating of the bolt while torquing.

* Misalignment of the bolt caused by an uneven mating surface beneath the
bolt head could result in surface galling during torquing. This condition
could cause highly stressed areas in the barrel nut. Lubricity is also an
important issue when uniform torque is required. The use of a corrosion
inhibitive dry film lubricant would have helped to insure a uniform and

A consistent stress distribution within the barrel nut after torquing. High
frictional forces as a result of metal-to-metal contact or parts that have a
damaged cadmium plating could be avoided. Therefore, the risk of failure
due to stress corrosion cracking would be greater in the Contractor A barrel
nuts. 4

The higher stresses in the Contractor A barrel nuts were compounded
further by a higher strength material and an undesirable microstructure.
The Contractor A material %contained an unacceptable acicular delta phase in
the grain boundaries and in the form of a Widmanstatten structure
throughout the grains. The ultimate tensile strength of the two Contractor A
barrel nuts that failed in service measured higher than the ultimate tensile
strength of a Contractor B barrel nut. The higher strength of the Contractor
A barrel nuts increased its susceptibility to hydrogen absorption and
decreased its toughness In comparison to the Contractor B barrel nut at the
lower strength level. The acicular delta phase observed metallographically
in the Contractor A barrel nuts is considered a greater stress concentrator
than the spheroidal delta phase found in the Contractor B barrel nuts. The
delta phase is necessary to Inhibit excessive grain growth in Inconel 718, but
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it is a brittle phase and decreases the toughness of the material.
Mctallography also revealed MC carbides in both versions of the barrel nuts.
These MC carbides arc brittle (many were cracked when examined as a result
of prior forming) and are stress concentrators. These carbides were
preferentially orientated in the direction of extrusion. The Contrak r A
material also contained a high concentration of Widmanstatten structure
within the regions of banding. Banding in the Contractor A barrel nut
occurred parallel to the plane of fracture, which is undesirable. Banding in
the Contractor B barrel nut ran in the direction of extrusion perpendicular
to the Contractor A fracture plane. The carbides in the Contractor A material
seemed to be found more in clusters than in the Contractor B material.
Together, the higher tensile strength, the acicular delta phase, and the
banding decreased the toughness of the Contractor A barrel nuts.

Inspection of the Contractor A spring clips revealed that the cadmium
plating and the steel clip were completely corroded. The cadmium plating of
the spring clip was either scratched during installation or corroded during
service eventually leaving the steel spring clip unprotected. Corrosion of
the spring clip plating and the unprotected steel clip occurred when water
was entrapped in the barrel nut receptacle machined in the aluminum
fuselage. Oxidation occurred at the steel clip surface while monatomic
hydrogen was produced at nearby cathodic sites as part of the
electrochemical corrosion process. The high state of stress, grain boundary
chemistry (acicular delta phase) in the Contractor A material is thought to
have increased the susceptibility of the Contractor A barrel nut to hydrogen
charging. In addition, nickel is cathodic to steel in the presence of ionized
water. The hydrogen would have preferentially migrated to sites of highest
stress and disorder in the grein boundaries. Fractography of the Contractor
A barrel nuts that failed in service showed that intergranular decohesion
occurred at the crack initiation sites suggesting that cracking in these areas
was environmentally assisted. Laboratory testing of Contractor A barrel nuts
in a salt spray environment caused intergranular fracture at the crack
origin. When the presence of an aggressive environment was removed and
the Contractor A barrel nut was forced over a conical mandrel, as in overload
testing, fracture occurred in the same plane as the service and salt spray
failures, but cracking occurred entirely in a ductile fashion, and there was
no initiation region of intergranular decohesion. Instead, the fracture
initiated and propagated in a ductile dimpled mode. Therefore, the salt spray
chamber and conical mandrel tesing showed that fracture of the Contractor
A barrel nuts in service would not have occurred in an intergranular mode
if an aggressive environment was not present. Further evidence of the
presence of an aggressive environment in the service failures of the
Contractor A barrel nuts was found by EDS on the surface of the FT. Hood
cradle and fracture surface of the barrel nut at the crack origin.
Characteristic X-rays of chlorine, calcium and iron were collected that
indicated chlorine and calcium ions were most likely present in water that
caused the oxidation of iron (most likely the steel spring clip), both .of which
collected on the cradle surface as the water evaporated or drained out of the
barrel nut receptacle in the aluminum fuselage.

According to the original engineering drawing, the only requirement
*placed on the barrel nut was its ability to withstand a specific load of 37,800

pounds. Each manufacturer had considerable latitude in designing the
conical threaded region (shoulder). Contractor A chose to design this region
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thinner than Contractor B, yet they both met the original drawing
requirements. Based on salt fog tests and microscopic examination of the
fracture surfaces, the following hypothesis was developed. Inconel 718
alloy, being a nickel base alloy, is highly prone to galling. Absence of any
lubricant during installation causes galling debris to wedge between the
threads and in turn provides a source of constant hoop stress in the nut. The
presence of a steel clip used for alignment purposes created a galvanic
coupling in which the nut became a cathode and the clip the anode. As a
result, hydrogen was being charged into the nut during service.
Consequently, after a period of time, a service induced hydrogen stress crack
developed and grew until the hoop stress overloaded the remaining material.
Since the failure was not in the thread, any sustained stress from the preload
was ruled out as a potential cause. Since Contractor B nuts did not fail, the
magnitude of the hoop stress was suspected to be important. However, the
testing conducted to evaluate the effect of misalignment showed no
significant detrimental effect.

Conclusion: The failure of the barrel nuts was attributable to hydrogen-
assisted stress corrosion cracking. Galling between the unlubricated bolt
and the nut thread provided the sustained hoop stress. Galvanic coupling
with the carbon steel retaining clip provided the source of hydrogen
necessary for this mode of failure in the cold worked and aged
microstructure.

Recommendations: 1. A minimum height for the threaded conical section
(shoulder) of the barrel nut should be specified and the thickness of the base
increased to reflect the new proposed design. 2. A corrosion inhibitive
lubricant should be used on the threads of the barrel nut and/or mating bolt
to redtice galling and the consequential high tensile stresses which result
from metal-to-metal contact during torquing (torque values would have to be
re-calculated when using a lubricant). 3. The strength of the barrel nut
should be reduced, if deemed feasible by stress analysis to increase the
fracture toughness and resistance to stress corrosion cracking of the
material. 4. The acicular delta phase banding should be avoided in
accordance with AMS-5662F. 5. The carbon steel spring clip should be
coated or fabricated from such material as stainless steel to avoid galvanic
corrosion with the barrel nut and the resultant mitigation of atomic
hydrogen. 6. The extrusion direction should be aligned parallel to the
principal stress.

I
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Figure 1 Barrel nut assembly "H"'in the as-received condition.

Figure 2 Extrusion direction of nut "R2w, Parallel to crack. Mag. 2ox.
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Figure 5 Contractor "A" microstructure displaying acicular delta phase at grain
boundaries. Mag. 1,000x.

tI

Figure 6 Contractor "B" microstructure containing a spherodized
grain boundary delta phase. Mag. 1,SOOx.
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Fracture
Origin

Cradle Cradle

Nut Nut

Figure 9 Cut-away section of the barrel nut, bolt and cradle showing
the fracture origin observed on all three service failures.

Zone 1:
Intergianuiar

Zone 4 Fracture
Shear
Lip Zone 2:

Transition
Zone

4 Zone 3:
Ductile
Fracture

Figure 10 Schemnatic illustrating fracture zones observed on each failed nut. I
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Figure 11 Intergranular mode of fracture found in Zone 1. Mag. 1,000x.
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S

Figure 12 Fracture indicative of Zone 2 consisting of intergranular
decohesion end ductile dimples. Mag. 0,00x.
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ANALYSIS OF CRACKING IN PRESSURE VESSEL STEEL

HarjorieA~nE Natishan
Robert L. Tregoning

~Fatigue and Fracture Branch

Carderock Division of the Naval Surface Warfare Center
Annapolis, MD 21402

Abstract:Cracking occurred in two pressure vessels during routine flame
cutting operations causing concern regarding the integrity of the
previous fabrication welds as well as for the safety of the welders
during cutting of subsequent pressure vessels. In both cases fracture .
occurred near the end of the cutting process with only a small ligament
of material remaining in front of the cutting torch. Considerable
elastic energy was associated with both fractures. Metallurgical
analysis of the fractures 'concluded that there were no weld or other
defects present which would have initiated the fractures. Evaluation of
the mechanical properties of the welds and base material showed no
evidence of deficiencies in mechanical properties which could account

for the unexpected fractures. The fracture mode in both instances was
identified as Mode I, microvoid coalescence indicating a tensile (nr
bending) overload failure. Analysis of the stresses present during the
cutting process showed that the stresses generated during the cutting
process itself, combined with possible residuAl stressea from the
original fabrication of the vessel could be sufficient to drive a crack
in this material. Thus the cause of failure was found to be overloading
due to the combinatton of applied stresses during the cutting process
and the tensile residual stresses created during the original vessel
fabrication process. Variation in the cutting process to eliminate
large stress build-up in small remaining ligaments was recommended to
eliminate this type of high energy fracture in the future.

KEY WORDS: Failure analysis; HY-80; Pressure vessel; Weld fracture

Introduction: During routine maintainance of a pressure vessel, in
which a large section was being flame cut for removal, a crack initiated
ahead of one ot tbe flame cutting torches, propagated several inches and
then arrested leaving a ligament several inches in length still
connecting the patch to the rest of the pressure vessel. The energy
released upon fracture was sufficient to cause the pressure vet.sl to
"shudder." Both the location of the fracture (pressure vessel girth
weld) and the energy associated with it caused concern Ls to the
possibility of this type of fracture occurring during service or on
other pressure vessels during flame cutting procedures putting personnel
at risk for injury, Subsequent to the first weld fracture, another
fracture occurred during flame cutting along a girth weld in a second

# pressure vessel despite the fact that an entirely different cutting
procedure was followed. In order to address the safety concerns raised
by these failures it was necessary to determine whether the cause of
fracture was metallurgical in nature (ie. a weld defect which would
impact service behavior) or mechanical (which would impact future patch
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removal operations). The Fatigue and Fracture Branch of the Carderock
Division of the Naval Surface Warfare Center was tacked with identifying
the mode and cause of fracture of these patch welds. Since the failures
are similar, only one will be discussed here.

Background: In November of 1992, a large pressure vessel of HY-80 (high
yield (80 ksi)) steel was being flame cut along a previously fabricated
HY-1O0 weld to remove a large access patch. As the patch was being

machine flame cut along a circumferential butt weld a four inch section
of the weld ahead of the cutting machine fractured. Cutting was
continued after the fracture occurred to complete the last 4 to 5 inches
of the cut. No pre-existing cracks or defects had been observed by the
welders during preparation of the vessel for flame cutting. The cutting
sequence used is shown in Figure I with the cuts numbered in the order
made. The supporting frames were left intact during this procedure.
Relief cuts I through 4 were made first using a hand held torch. Cut 5
was then started using a machine. When cut 5 was about half complete,

cut #6 was started in a direction opposite to that of #5. Upon
completion of cuts 5 and 6, cut #7 was started on the bottom end of the
pressure vessel. When cut #7 was approximately half complete, cut #8
was started, again in a direction opposite that of #7. When cut #7 was
approximately 8 or 9 inches from completion, the weld in front of the
cutting machine fractured for a length of about 4 1/2 inches leaving a
remaining ligament of about 4 inches. After fracture this ligazment was
also cut to complete the sequence. When the cut was completed, a
triangular piece of the butt weld containing one fracture surface had
completely broken off from the remaining patch piece. This piece was
removed, photographed, and then given to CDNSWC for analysis. A "D"
piece was cut from the patch side of the fracture which contained the
other fracture surface, about 3 inches of weld on either side of the
fracture and some plate material for atalysis by CDNSWC. A section of
the weld opposite the fracture on the vessel side of the flame cut was
also removed and sent to CDNSWC for analysis. The "D" piece and the
weld piece are shown relative to the patch in Figure 1.

The welders were interviewed after the fracture occurred to learn the
details of the sequence of events' surrounding the fracture and to find
out what they observed around the time of the fracture. The
observations made by the burners and other personnel included:
1. The patch being removed had moved away from the vessel slightly

during cutting (not unusual),
2. The air temperature at the time of cutting was approximately 500 F

to 600 F,
3. The crack advanced from the torch towards the wcld fusion line

and then curved back towards the center of the weld,
4. No pr6-existinr cracks were observed by the burners preparing

the vessel or by the welders hanging the burn boxes along the
inside of the weld,

5. The "pop"/crack was of sufficient energy to shake the entire
pressure vessel,

6. The bottom piece of the fractured weld metal was missing after
* flame cutting and is suspected to have burned up during flame

7 ¢.xting,

7. Nothing else unusual was noted about the cuts or the plates.

Procedure: Analysis of this failure included detailed fractographic
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cnaracuerization of the fracture mode, metallurgical determination of
crack path and microstructure in the region of fracture, evaluation of
mechanical properties of the weld and base plate and bulk chemical
analysis. Careful examination of the patch, prior to removal of the "D"
piece, was made to note any deformation in the region of fracture and to
l ook for indications of other defects. Both fracture surfaces were
examined in the scanning electron microscope (SEM) to characterize the
fracture mode and to identify a fracture initiation site if possible.
Energy dispersive x-ray spectroscopy (EDS) was performed on any
metallurgical features found on the fracture surface for identification.

Metallographic examination was performed on fracture cross-sections to
look at the fracture path relative to the weld and base plate
microstructures, and on the weld to characterize any weld defects and to
characterize the weld process as much as possible. The metallurgical
analysis involved polishing samples down to 1/4 micron diamond polish
and then etching lightly with nital for high magnification,
microstructural analysis in the optical microscope, or heavily for
macroscopic characterization of weld bead geometry, and fracture path
relative to the weld microstructure. The top surface of the fracture
coupon (the piece that fell out upon completion of the flame cut) was
polished, etched and examined along the Its length to look for evidence
of metallurgical inconsistencies which might define a repair of the
original butt weld. Microhardness traverses were performed on the weld
fracture surface cross-sections from the weld centerline to the fracture
surface to characterize hardness and strength in these areas to compare
them to enpvcted values for the HY-O0/11O weld and HY-80 base plate
material.

Mechanical properties were measured for specimens removed from the weld
ind base plate material. Testing included longitudinal, all weld metal
tensile properties, transverse weld metal tensile and Charpy V-notch
impact properties. Tensile testing was performed following the
procedures outlined in ASTM E8 [1] and Charpy impact testing followed
the procedures outlined in ASTM E23 12].

Chemical composition was determined for the weld and base plate material
using wet chemical spectroscopy techniques.

Results and Discussion:
Visual Znspection of the Pressure Vessel and Patch Regions Adjacent to
the Fracture, Visual inspection of the removed patch, with fracture
surface intact, was made prior to removal of the "D" piece. The only
deformation observed on the patch was adjacent to the fracture at the
toe of the butt weld. At the center of the fracture, where it came
closest to the weld toe, there was a buckle (ridge of localized
deformation) observed at the HAZ, base plate junction, indicatinrg that
some of the energy associated with fracture was absorbed by deformation
of the base plate as expected in this weld system. No other defects
were observed on the patch surface,

Deformation of the base plate in the region of fracture indicates that
the base plate material daformed pla&tically to absorb some of the
applied stress consistent with design expectations. The philosophy
behind use of an overmatched weld (making a weld of higher strength than
the base material) is to eniure that any applied plastic stresses are
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absorbed in the higher toughness base plate material where damage is
more likely to be contained by localized yielding. Weld properties tend

to be lower in toughness and less consistent than base metal properties
and thus less predictable.

Visual Inspection and Fractography: Visual examination and SEN
fractography was performed on both fracture surfaces to determine the
fracture mode and identify and defects or features chat may have caused
or contributed to fracture. The weld coupon that "popped" out upon
completion of the flame cut examined first. This piece was triangular
in shape, following the profile of the upper half of the butt weld as
shown in Figure 2. Visual inspection of this piece showed that fracture
initiated in the area of the flame cut at the centerline of the weld,
curved out towards the fusion line and traveled along the weld fusion
area for several inches before turning back into, and arresting at the
center of the weld. The fracture path in relation to the patch cutting
sequence is showed in the schematic in Figure 1. Exact initiution and
arrest information was obliterated by completion of the flame cut in
this region. Weld bead outlines were visible on the fracture surface of
this piece suggesting that the fracture path followed the morphology of
the weld beads, Figure 2. The weld bead morphology was also apparent at
low magnification within the SEN.

At higher magnification the fracture mode was observed to be almost
entirely microvoid coalescence, Figure 3. The shape of the microvoids
was consistent with mode I loading (in tension) as if the two plates
were being pulled apart. This was confirmed when the opposing fracture
surface was characterized. Several isolated regions of cleavage were
identified, Figure 4, but these were small and not associated with
fracture initiation. These small regions of cleavage were most likely
due to chemical inhomogeneities typical in the near-weld fusion zone
region. Several small lack-of-fusion weld defects were also observed at
the base on several of the weld beads at the center of the fractured
piece, but again these were not associated with fracture initiation
primarily due to their small size and to their location within the
fractured piece (at the center).

Energy dispersive x-ray spectroscopy (EDS) of the fracture surfaces
showed some manSanese sulfide inclusions and carbides at the bottom of
dimples which acted as microvoid nucleation sites. But no tramp
elements were identified which would have degraded toughness or
contributed to fracture initiation, The only areas which were
inconsistent with the bulk chemistry were the several regions of weld
defects described above. EDS of these areas showed oxides and silicates
consistent with "dirty" welds. But these areas were localized and small
relative to the weld beads and were not thought to contribute to
fracture initiation.

Meatal1ography: In an effort to identify the fracture path relative co
the weld, HAZ and base plate, the triangular coupon from the fracture
was polished and etched on the tvp, place surface and then sectioned
perpendicular to the fracture surface, polished and etched. Figures 5
and 6 show the top view and side view of the triangular section of the
fracture, respectively. The white etching regions to the left of both
photographs were caused by transformation of the microstructure during
flame cuttinA. The weld beads are apparent on both the top and side
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surfaces. In Figure 6 it can be seen that the fracture path follows the
weld bead morphology as suspected from observing the fracture ,fmAe.
It is not clear whether the fracture path is along the weld fusion line
or following a line between weld beads. To confirm the fracture path
relative to the weld, the other half of the fracture (from the "D" piece

cut from the patch) was also polished and etched, Figure 7. Another
weld bead can be seen to the outside of the fracture on this piece
indicating that fracture in this case ran within the weld.

Microhardness of the weld, weld fusion zone, HAZ and base metal In this
region showed the HAZ to have the highest hardness, followe by the
fusion zone, then the weld and the base plate with the lowest ha Ihess.
These hatrnesses are typical of overmatched weld systems and would
suggest the base plate as the region in which strain would be localized. |
The fact that the fracture did not propagate into the base material is
not totally unexpected and has been observed in other specimens of
overmatched weld systems (3].

Hechanlcal Properties: Tensile properties we'e measured for the
pressure vessel butt weld in both the longitudinal and transverse
directions. The transverse weld tensile properties were:

yield stress 108,270 psi
ultimate tensile stress 118,400 psi
OEL 16%
%RA 56%

The longitudinal weld properties were:
yield stress 113,200 psi
ultimate tensile stress 119,200 psi
tEL 19%
iRA 60%

The velds were made according to the specifications described in NIL-E-
22200/1D. The properties shown above for the welds are not consistent
with those called out in MIL-E-22200/1D for MIL-11018 weld electrode.
The transverse yield and ultimate tensile strength falls within the
specified yield strength for 11018 weld deposit (98 kPI - 110 ksi) but
the elongation measured in this direction is slightly below the required
20%. In the longitudinal direction the yield stress measured from the
weld was above the range specified for 11018 and the elongations was
slightly belowe the specified 20. This property variation could be
attributed to possible compositional inhomogeniety.

Charpy V-notch impact properties wore also measured for the weld in the
T-L orientation to coincide with the direction of fracture. These
values are presonted in Table 1 below. The values at -600 F are above
the specified minimum at -600 F in KIL-l-22200/ID for 11018 weld
electrode.
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Specimen Test Temperature Impact Energy (ft-lbs) Ave.
Value

Ti 00 F 30
T2 41
BI 33 35

B2 -600 F 21
B3 22
T3 28 24

Table 1. Charpy impact energies for weld metal specimens tested at 00 F
and -600 F.

Chemical Composition: Bulk chemistries were determined for the base
plate and weld for the pressure vessel patch. These chemistries are
listed in Table 2.

MIL 11018 Weld HY-80
Pressure Vessel Specification Specification

Element Weld Base Max. or Range MIL-E-16216G
C 0.096 0.153 0.10 0.18

Mn 1.14 0.40 1.30 - 1.80 0.10-0.40
P 0.008 0.012 0.03 0.025
S 0.018 0.014 0.03 0.025

Si 0.30 0.32 0.60 0.15-0.35
Ni 1.96 2.72 1.25 - 2.50 2.00-3.25
Cr 0.79 1.42 0.40 1.00-1.80
Mo 0.38 0.40 0.25 - 0.50 0.20-0.60
Va 0.002 0.05 0.03
Ti <0.002 <0.002 0.10 0.02
Cu 0.060 0.022 0.25
Sb 0.003
Arsenic 0.004
Sn 0.010
Al 0.009 0.01
Zr <0.002 0.01

Table 2. Chemical compositions of weld and base plate for material
adjacent to the fracture surface.

Manganese is slightly below the minimum amount specified for 11018 weld
r-.Al in MIL-E-22200/1D. Manganese contributes to solid solution

<- ngthening and toughness in HY steels. The lower than specified
amount of this element in the weld metal might explain the reduced CVE
measured from the weld specimens.

Stress Analysis: Analysis of the stresses required to cause cracking
under these conditions was performed. For the cutting procedure
employed it was assumed that the stiffeners acted as a rigid constraint
which not only supported the plate's weight, but also prohibited 4
displacement of the plate at the stiffener locations. The patch and •
vessel surrounding the flame cut was modeled as an edge-cracked panel
under tensile loading where the plate height is the distance between A

plate stiffeners, the plate width is the total length of cut #7. This
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modeling also assumed that the flame cut simulated a crack in tnhs
plate. Any added stresses due to plate curvature and transverse
constraint were neglected and the effect due to weld mismatching wau

also ignored. Th racture toughness (KIc) of the weld wire was assumed
to be 120 ksi(in) . For this scenario, the tensile stress needed to
drive the crack is less than 500 psi. This low stress indicates that
virtually any positive residual stresses which exists would be
sufficient to cause fracture of the patch.

The tensile properties measured for the weld was consistent with a
higher tensile strength weld as typically used in overmatched welding
systems. The philosophy behind the use of overmatched welds is to force
any plasticity out into the base plate causing this to be the region of
highest stresses. This ensures the integrity of the lower fracture
toughness, less homogeneous (less predictable), weld metal. Deformation
and fracture occurred primarily in the base metal due to an overload
situation caused by the residual stresses across the weld in conjunction
with the strain applied by the patch shrinking away from the hull during
the cutting process. While deformation occurred in the base metal
during fracture of the actual fracture path remained entircly within the
weld. Several, small weld defects and regions of cleavage were noted
within the weld and the Charpy impact energies were below the minimum
specified energies for this type of weld. These factors were probably
more influential in determining crack path than in crack initiation
site. Fracture initiation occurred just ahead of the cutting torch
because this was the point of highest stresses.

Summary: Fracture mode was Mode I MVC which indicates a tensile,
overload fracture. Few defects were noted and these were not believed
to contribute to the cause of failure. Several, localized regions of
cleavage were observed on the fracture surface indicating that this
material was in upper transition at the fracture temperature, but no
cleavage was observed in the fracture initiation region and cleavage is
not believed to be a contributing factor to fracture initiation.

The microstructure for both weld and plate material was martensitic,
consistent with HY 80/100. The fracture path was within the weld
following the weld bead outline. While this is not typical of
overmatched welds, it has been observed in other specimens and is not
believed to be cause for concern [3]. The shape of the weld beads
indicate that the original welding was performed using a SMAW weld
process (stick electrode), but nothing was found to indicate that repair
welds had been made previously in the fracture location.

The mechanical properties of the weld was within those specified for
11018 electrodes.

Stress analysis of the loading conditions show that as little as 500 psi
tensile residual stress across the weld would be required, in addition
to the stresses caused by the cutting process itself, to cause fracture.
It is not unexpected to have tensile residual stresses much higher than
this across this type of weld.

Conclusions: The fracture in the pressure vessel patch weld is believed
to have been caused by the stresses created by the cutting process in
conjunction with the tensile residual stresses across the weld.

137



The weld metal showed below specified amounts of manganese but
properties were marginally as specified.

Stress analyses of the loading condition indicates that as little as 500
psi tensile residual stress across the weld, in addition to the stresses
created by the cutting process, were required to initiate the type of
fracture observed.
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Figure 1. Schematic showing the cutting sequence for the pressure
vessel, access patch removal.
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Figure 2. Triangular-shaped Figure 3. SEN fractograph showing
fracture piece showing the weld the microvoids typical of Mode I
bead morphology, fracture.
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Figure 4. SEM fractograph showing Figure 5. Top view of the trian-
an isolated region of cleavage gular fracture piece,polished and
observed on the fracture surface, etched ro show the weld beads.

Figure 6. Side view of the Figure 7. Fracture surface from the
triangular piece, etched to show patch side of the fracture, etched
the fracture path relative to to show the fracture path relative
the weld bead morphology, to the weld and HAZ.
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METALLURGICAL EXAMINATION OF A FAILED MIXER PIVOT SUPPORT
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Abstract: The U.S. Army Research Laboratory-Materiajs Directorate (USARL-MD)
conducted a failure analysis of a mixer pivot support located on an Army attack
helicopter. The mixer pivot support is a flight safety critical component, and is part
of the rotor support assembly which fits through the transmission support. The
component was found to be broken in two pieces during routine inspection in Saudi
Arabia, while the aircraft was being utilized for Operation Desert Storm. Visual
inspection of the failed part revealed significant wear on surfaces that contacted the
bushing and areas at the machined radius where the cadmium coating had been

damaged allowing corrosion pitting to occur. Light optical microscopy showed that
the crack origin was located at the machined radius within a region that was severely
pitted. Metallographic examination of a cross section taken through the crack
initiation site revealed cracks at the bottom of some pits running parallel to the
fracture plane. The hardness, chemistry and microstructure of the electroslag
remelted (ESR) 4340 steel used to fabricate the component conformed to the required
specifications and no apparent manufacturing defects were found. Electron
microscopy showed that most of the fracture surface failed in an intergranular fashion
with the exception of a shear lip zone which exhibited a dimpled morphology. The
failure was set into action by hydrogen charging as a result of corrosion and was
aggravated by the stress concentration effects of pitting at the radius and the high
notch sensitivity of the material. Energy dispersive spectroscopy (EDS) determined
that deposits of sand, corrosion and salts were found within the pits. The failure
mechanism was hydrogen-assisted and was most likely a combination of stress
corrosion cracking and corrosion fatigue. Recommendations were made to improve
the inspection criteria in the field and to lower the hardness of the material.

Key Words: Failure analysis; high strength steel; hydrogen-assisted stress
corrosion cracking.

Background: The component was found to be broken in half upon visual inspection
after being in service for approximately 1449 days. The original replacement time for
the mixer pivot support, as recommended by the Aviation and Troop Command
(ATCOM), was 800 days. However, the 800 day service life limitation had been
extended to 1440 days due to a lack of available spare parts. A second extension was
granted by ATCOM for the same reason and the component was allowed to remain in
service for up to six months beyond 1440 days as long as no corrosion was observed
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on the surface during inspection. The mixer pivot support was machiied from ESR
4340 steel bar stock and hardened to HRC 54-57 as designated on the governing
engineering drawing. The component was subsequently cadmium coated by a vacuum
deposition process.

Visual Inspection/Light Optkal Microscopy: The failure site had been previously
analyzed for stress concentrations, and was not identified as the most critical area.
Firires la and lb show the failed part in the as-received condition. The upper half
(T xt A) of the component which contained the bearing was in relatively good
c, adition, as compared to the lower half (Part B). The surface coating of Part A was
intact and the serial numbers and manufacturing data were easily distinguishable.
There were no obvious signs of corrosion or mechanical damage to Part A. In .
contrast, Pan B showed significant wear on surfaces that contacted the mating

bushing. These regions were characterized by dark stains. The cadmium coating
appear l to have been almost entirely worn away during service and severe corrosion I
pitting had occurred in these areas.

Figure 2 is a graphic example of an area approximately 1.5 cm away from the major
fracture, but within the fretted region, showing deep pits on the surface of Part B. A
few of the pits were large and shallow and may have been formed to some extent by
mechanical vibration in addition to corrosion. Deposits of coiTosion products and
other debris were found in clumps surrounding and filling a number of the pits. Most 4

pits had cracks at the bottom, and Figure 3 shows an interconnecting series of cracks
observed in the corrosion layer at the bottom of one pit. It was uncertain from visual
inspection whether the cracks extended into the base material. However,
metallographic examination performed laier in this investigation of cross sections
taken through these areas, revealed evidence of cracks originating from the bottom of
pits and extending into the steel. Figure 4 is an optical fractograph of the fracture
surface. The fracture plane intersected the radius at the crack origin. The radial lines
and chevron patterns indicated that the fracture proceeded from the bottom right of
the photograph (designated by the arrow) up along the both sides of the central hole.
Where the two fractures meet at the top, a ridge is visible. This suggested that the
fracture, indeed originated at the bottom radius, as illustrated.

The fracture face of Part B was badly smeared in many areas, caused possibly by
improper handling of the fractured component prior to examination (forcing both
halves of the fracture face together). Damage may have also occurred when the
component was removed from the aircraft or after it had failed. In all cases, the
surface smearing was attributable to a post fracture incident. An important feature of
the fracture of Part B was a shear lip region where final fracture had occurred. Both
faces A and B contained surfaces that were very flat-faced in appearance, displaying
no signs of plasticity (often associated with a brittle fracture). The shear lip zone,
however, showed evidence of ductility. The existence of a shear lip zone served to
further subs-itiate the location identified as the crack origin, since final fracture
would tend to occur in an area opposite the initiation site on this component.
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Extensive corrosion pitting was another critical feature found at the crack origin and
adjacent to the fracture plane. The pits were concentrated at the crack origin and
were considered relatively deep (as confirmed later by metallographic examination)
for this material in the hardened condition (HRC 54-57). Another important finding
was that the region of most severe fretting was located just below the fracture plane
and crack origin. The entire area had experienced severe attack.

Metallographic examination: The part was sectioned such that a longitudinal and
transverse specimens could be observed, as well as an area which contained extensive
pitting on the exterior surface. Another cross section was taken through the crack
origin of fracture Face B. All of these specimens were utilized to characterize the
microstructure of the material within specific areas of concern and to measure the
depth of pitting.

A fine tempered martensitic structure was observed on each of the specimens
x.amined. The microstructure was consistent with the heat treatment performed on

the component. There was no evidence of unusual material defects or large
inclusions. The only notable feature was banding which extended vertically, and
appeared as alternating light and dark bands. Since the component was machined
from bar stock, the banding was the result of rolling during primary processing. The
banding runs lengthwise to the mixer pivot support. Figure 5 represents a cross
section of a typical corrosion pit. The cracks extend parallel to the fracture plane.
The microstructure appeared uniform across the fracture plane and along the radius,
with no signs of carburization or decarburization. When the specimen was etched, the
cracks were shown to extend in an intergranular fashion. The pitted metallographic
specimen vwa polished such that the pit depth could be measured. The largest pit
measured 18 mils in depth.

Tensile Testing: A C-shaped ring of material was subjected to a tensile pull to
failure. A rate of 0.05 inches/minute was utilized with a 20 kip electromechanical
test machine. The intent was not to record the load and corresponding strain of the
specimen until failure occurred, but simply to obtain fracture surfaces which could
then be examined under the scanning electron microscope (SEM) and compared to
the fracture under investigation. The resulting fracture surfaces displayed a ductile
cup-cone surface. A dimpled topography was revealed, indicative of a ductile
fracture mode.

Hardness Testing: A series oi macrohardness (Rockwell "C" scale with 150 kgf
load) measurements were performed circumferentially across a section of the C-ring
specimen. Readings were taken on the concave surface of the ring. The average of
ten readings was 55.6 HRC which conformed to the required hardness range (54-57
HRC).
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Chemical Analysis: The mixer pivot support was specified to be fabricated from
electroslag remelted (ESR) 4340 steel bar stock according to the requirements
contained within HMS-6-1121. Atomic absorption (AA) and inductively coupled
argon plasma spectroscopy (ICAP) were used to determine the chemical composition
of the material. The carbon and sulfur content was analyzed by the Leco combustion
method. The chemical composition of the material compared favorably to the
nominal requirements, as shown in Table 1.

Table 1. Comparison of Chemistries
Weight Perccrai

Element C Mn Si P S Cr Ni Mo Cu Al

HMS-6-1121 0.39- 0.60- 0.20- 0.010 0.008 0.70- 1.65- 0.20- 0.35 0.03
0.41 0.80 0.35 max. max. 0.90 2.00 0.30 max. max.

Fe - remainder

Mixer Pivot 0.39 0.69 0.21 0.008 0.005 0.82 1.99 0.28 0.11 0.012

Fe - remainder

Electron Microscopy: The fracture surfaces of the component were examined
utilizing the SEM. Extensive corrosion pitting was found along the edge identified as
the crack origin, but the exact point of crack initiation was difficult to resolve because
of mechanical damage. SEM of the pits showed that many contained cracks.
Corrosion did not take place along the part of the radius in which the protective
plating was intact. EDS of the coating revealed cadmium (plating material),
chromium (sealant) and silicon (surface grease/oils/sand). EDS of a corrosion pit
revealed major peaks of iron (base metal), silicon (surface grease/oils/sand), oxygen
(corrosion by-product/sand), calcium (surface contamination), and most significantly,
chlorine (salt water/sand). The existence of chlorine might be associated with salt
water intrusion. Figure 6 is a SEM fractograph of the typical morphology found on
approximately 90% of the total fracture surface. The mode of failure that occurred
from the crack origin up along both sides of the central hole experienced intergranular
decohesion. The only area that fractured differently was within the shear region
which displayed a predominantly dimpled topography, as shown in Figure 7. No
evidence of fatigue striations were observed but since these features are difficult to
resolve in such high strength materials, fatigue could not be entirely ruled out as a
failure mechanism.

Conclusions

Crack Initiation- The cracking of the mixer pivot support initiated at the machined _
radius within a region that was severely pitted. The fracture did not originate in a
region where fretting was most severe. J
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Corrosion Pitting: Deposits of sand, corrosion and salts were found within the
examined pits. Some pits were up to 18 mils deep. Metallographic examination of a
cross section taken through the crack origin revealed cracks at the bottom of some
pits. These cracks ran parallel to the fracture plane.

Materials Characterization of ESR 4340 Steel: The hardness, chemistry and
microstructure of the material conformed to the required *specifications and no
apparent manufacturing defects were found on or within the component.

Mode of Failure: The fracture was brittle in nature, showing little ductility, with the
exception of the shear lip region. The morphology of most of the entire fracture
surface (approximately 90%) was intergranular while the shear lip region exhibited a
predominantly ductile dimpled topography. A section of material (C-ring) from the
mixer pivot support was pulled to failure in tension, revealing a resultant morphology
of primarily dimples, indicative of a ductile failure.

Failure Scenario: Severe corrosion pitting occurred along the machined radius of the
component and served as a crack initiation site. Hydrogen diffused into the high
strength material (HRC 56) as a result of the corrosion process and migrated to areas
of high stress concentration (crack tip). Evidence substantiating this claim lies in the
fact that when a section of material taken from the failed component was pulled to
failure in tension, the resultant fracture surface was dimpled, but the failure mode
over 90% of the fracture surface under investigation was intergranular. In addition,
the final fracture region of the component (shear lip) also displayed a dimpled
topography. Both serve as indicators that the material can fracture in a ductile
fashion. It has been well documented that hydrogen-assisted cracking occurs in an
intergranular fashion in this type of material when heat treated to the hardened
condition.

Failure Mechanian: The failure was set into action due to hydrogen charging as a
result of corrosion. This condition was aggravated by the stress concentration effects
of pitting at the radius and the high notch sensitivity of the material. The failure
mechanism was hydrogen-assisted and was most likely a combination of stress
cracking and corrosion fatigue.

Reconuneadatlons: The pits that served as the crack initiation site occurred over an
extended period (probably several months or longer) but definitely did not occur
between the last inspection of the component and the time of the failure (9 days).
Therefore, it was recommended that the component be removed from service at the
first indication of corrosion. Visual inspection with the aid of a magnifying lens can
be used to detect corrosion in the field.

The component could continue to be utilized when hardened to HRC 54-57 if the
above recommendation is strictly adhered to. In this way, the ballistic properties
could be maintained. However, a more conservative approach, which would sacrifice
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some of the ballistic properties of the material, would be to heat treat the component
to a less hardened condition. This would decrease the notch sensitivity of the material
and the inspection intervals could be subsequently increased, since the critical crack
size would be increased.

-- II

Figure la Mixer pivot support (Part A) in the as-received condition. Reduced 40%.

Figure lb Mixer pivot support (Part B) in the as-received condition. Arrow denotes
highly corroded area. Reduced 40%.
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Figure 2 Example of severe surface pitting. Mag. 7.5x.

FIgure 3 Optical fractograph Part A fracture surface. Arrow identifies crack origin.

Mag. 1lx.
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Figure 4 Corrosion pits with cracks running parallel to the fracture piane. Mag. 500X

Mpgre S SEM of pits and seconary cuickin. mag. 130x.
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Flpure 6 SEM showing intergrapular mode of failure. Mag. 500x.

Figur 7 SEM shwing a dimphd/quaal-dlavp fracwx. Mag. 2M00.
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FAILURE ANALYSIS OF HYDRAULIC VALVE ACTUATORS

W. C. Porr, Jr.', R. L Tregoning, M. E. Natishant , and H. E. Prince2

Metals and Welding Department
Carderock Division, NSWC

3A Leggett Circle
Annapolis, MD 21402-5067

Abstnct: A failure analysis was conducted on two control valve actuator spools
tiat had failed shory after installation. Metallurgical analysis indicated that the
440C stainless steel spool failed due to environmentally-assisted cracking (EAC)
from service stresses and an unknown environment species. 440C stainless steel has
a very high susceptibility to FA C in a variety of environments. A frqcture
mechanics evaluation indicated that less than 0.01" ofenvironmenrally-assisted
subcritical crack growth could lead to catastrophic failure under normal service
stresses due to the low fracture toughness of 440C. Non-destructive evaluation of
unjailed spools wam inconclusive in determining if these small flaws could be
detected prior to failure.

Keywords: Environmentally-assisted cracking, martensitic stainless steel, valve
actuator, fracture mechanics, non-destructive evaluation

Introdiction: Two control valve actuator spools failed shortly after installation.
Initial analyses indicated that the fracture mode of the failures was brittle, and
that corrosion may have played a role in crack initiation. The Carderock
Division, Naval Surface Warfare Center (CARDIVNSWC) was requested to

analyze these failures and determine if failures in other valves may be expected.

This failure analysis included three main subtasks: Metallurgical evaluation of
the two failed valve actuator spools, non-destructive evaluation (NDE) of
unfailed actuator spools removed from service, and a fracture mechanics-based
critical flaw size evaluation for the actuator spools.

Analysis: CARDIVNSWC received 6 (whole and part) valve actuator spools
designated "A" through "F": failed actuator spool A; parts of failed actuator
spool B that had previously been destructively analyzed; two spools that had
shown magnetic particle NDE crack indications, C&D; and two spools that were
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igure 1 Photograph of control valve actuator spools: failed spool A I
alongside an unthiled spool Indicating failure site, with "button-
hnead" nominal dimensions Indicated.

removed from service, E&F.

Figure 1 shows an unfailed spool alongside failed spool A, with the nominal
dimensions of the reduced neck region indicated. As can be seen in Figure 1,
failure in the spool occurred in the reduced "neck" region. The material
specified for these spools was 440C stainless steel hardened to a Rockwell C
value of 56 to 61. 440C is a high-carbon martensitic stainless steel with nominal
compositiorn as listed in Table 1. Heat treatment of the actuators was to follow
MIL-H-6875H. This includes a two hour temper at 450F to achieve an
approximate minimum hardness of Rockwell C 55.

.MrWurzgicalE&autaion: Tbe failure analysis reported here involved chemical
composition analyses, hardness measurements, fracture surface evaluations, and
metallography. Chemical compositions of the failed actuator spools A and B
were determined with a wet chemistry analysis. Rockwell C hardness was
determined for all received spools to verify adhereonce to specification and give
a sense of the tensile strength of the material. Fracture surfaces from the two
failed spools were examined and characterized in the scanning electron
microscope (SEM) to give insight to the cause of failure. Metallography of the
failed spools was conducted to examine the m-icrostructure of the 440C adjacent
to the fracture region and characterize features that may be significant to the
failure mode.

Hardnesses measured for all the received spools are indicated in Table 1.
Measured hardresses were within the specified range of 56 to 61 Rockwell C.
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Therefore, hardness measurements give no indication why only two of the six
spools examined in this analysis failed.

Table 1. Hardnesses measured for six 440C stainless steel actuator spools.
Values Indicated are averages of at least eight measurements.

A B C D E F
(Failed) (Fail)

lII S

C so SO 57.2 7.1 .7 56
Hardns

The chemical analyses performed on the two failed spools are reported in Table
II. The 440C stainless steel used in these parts met specification for all
elements, with the exception of Cr. The slightly low Cr content measured for
spool A is attributed to the tendency of the analysis laboratory to under-
measure Cr, and deemed insignificant in this case.

Table Ii. Chemical compositions (weight %) of two failed actuator spools,
along with the specified chemistry for 440C stainless steel.

44WC Maemltic Actuator Spool Actuator Spord
Element Stainlvus Steel A B

(ASTM A 473-92m)

Cr 16.00 - 1S 0 15.2 16.3

C 0.9 1.20 .996 1.03

MR 1.00 max 0.47 0.41

Mo 0.75 max 047 035

Si 1.0 max 0.43 0.43

P 0.04 wax 0.016 0.018

_0.03 an 01M 0

K 0<001 <0.001

11 O.O3 O.W0

IN -- <0.00 0.00

so <0002 <0,002

Fe Remainder Remainder Remainder
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Figure 2 SEM micrograph of the neck and fracture surface of spool A.

SEM examination was performed on failed spool A3, as illustrated by Figures 2,
3, and 4. Both halves of the fracture surface were examined. Damage to the
fracture surfaces prior to their arrival at CARDIVNSWC made their analysis
difficult. However, sufficient detail remained to characterize the fracture mode
of this spool. The majority of the fracture surface had a ductile and/or quasi-
cleavage nature, indicative of overload failure. This is illustrated in Fig. 3. The
particles at the base of voids shown are most likely carbides in the tempered
martensite microstructure. The most significant observation on the fracture
surface was the small region of intergranular fracture on the spool surface
located at "a" in Fig. 2, and shown at higher magnification in Fig. 4. This region
of intergranular fracture was semi-elliptical in geometry, with surface length of
approximately 0.004" and depth of approximately 0.002".

For metallography, spools were sectioned and mounted in epoxy, then polished,
and etched with Vilella's reagent, prior to microscopic e.:amination.
Metallography of the failed spools A and B showed the spools to have
microstructures typical for tempered martensite, with primary and (tempered)
secondary carbides. Prior austenite grain boundaries indicated a grain diameter
of approximately 20 pm.

Evident in Fig. 5, are regions of prior-austenite intergranular attack adjacent to
the fracture surfaces of spools A & B. The depth of this attack in A is
approximately 0.002" (50 lm) from the spool surface. This region of

3 The fracture surface of spool B could not be examined by SEM because of a
previously performed destructie analysis.

3.54



I Figure 3 SEM micrograph Illustrating the predominantly ductile fracture
mode of. the failed spool.

Figure 4 Small ieglon of Intergrmnular fracture observed on the fracture4I surf. of failed spool A. (2OOX)
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intergranular attack is approximately the size and shape of the region observed
in fractography of the same piece (Fig. 4). Figure 5 also shows a region of
intergranular cracking in a polished, unetched section of spool B. The depth of
the region shown is approximately 0.004" (100 Am) and may represent the
failure initiation site.

intergranular attack, like that seen here, is indicative of an environmentally-
assisted cracking (EAC) mechanism. Martensitic stainless steels, hardened to
high strength levels, are extremely susceptible to EAC, even in mild
environments [1]. The spools that failed operated in hydraulic fluid, however
the exact environmental / electrochemical service conditions are not known.
Environments that can cause intergranular cracking in materials such as this are
not specific, contrary to the situation for austenitic stainless steels; cracking can
occur in any environment in which hydrogen can be evolved [2]. Therefore,
pinpointing the exact environmental species responsible for the cracking in this
case may not be critical.

Non-destructive Evaluation: Fluorescent magnetic particle and fluorescent dye
penetrant techniques were used to determine if measurable flaws were present
in the intact spools C, D, E, and F.

The dye penetrant materials used were Zyglo Cleaner ZC-7, Zyglo Penetrant
ZL-22A and Zyglo Developer type ZP-9. All the products were in aerosol cans.
The specimens were coated with cleaner and wiped with clean paper towels. A
thorough coating of penetrant was applied to the specimens and allowed to
dwell for a minimum of 30 minutes. Cleaner was sprayed onto clean paper
towels and used to wipe off excess penetrant under black light. After thorough
removal of all penetrant under black light, developer was applied.

The equipment utilized for the magnetic particle inspection was a "Magna Flux
Black Light" Model ZB 26, Glo-Netic SC-925 Fluorescent Magnetic Particle Oil
dispersion and a Magna Flux Alternating Current Yoke, Model Y-6 with
flexible contacts. For this procedure the specimen was placed in the yoke, and
contacts were flexed inward to hold the specimen firmly in place. The
longitudinal magnetic field was applied to the specimen and the wet magnetic
particle inspection medium was sprayed onto the specimen under black light.
The field was maintained continuously until the oil evaporated and the dry
fluorescent particles remained. No attempt was made to de-magnetize the
specimens.

The fluorescent dye penetrant inspection produced no indication of any defects.
The fluorescent magnetic particle inspection produced a straight line indication
360 around all three specimens. The location of these indications changed as
the subject was oriented at various angles to the field direction. Hence, they
are considered to be non-relevant indications (artifacts) due to the applied
magnetic field. No other indications were observed. The implication of these
results is that either flaws do not exist in the spools examined, or the flaws are
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too small to detect by the means employed.

Ramm.Mechanics Evaluation: A linear elastic fracture mechanics (LEFM)
study was conducted to analyze the valve actuator spool failures. The LEFM
determined stress intensity factor, K, allows quantification of crack tip driving
force as a function of applied remote loading, flaw size and shape, and
component geometry. The critical flaw size necessary to cause failure in these
components was first estimated based on conceivable material fracture
toughnesses, assumed crack locations and shapes, and design information.
I'lien, the minimum material fracture toughness required for survival of flaws at
the NDE inspection limit was determined.

In this fracture analysis, the crack driving force was assumed to result from the
combined tensile anid bending stresses incurred during proof pressure testing.
These stresses are the largest applied during the spool's service life and their
magnitude has been ascertained from calculations. These calculations
accounted for the reduction in cross sectional area due to the lathe center hole,
but neglected stress concentrations caused by the lathe center hole bottom and
the shoulder fillet. This fracture mechanics analysis also assumed that a surface
breaking semi-elliptical flaw was present in the spool with a surface length to
flaw depth ratio of 2. A crack of this shape ratio has the smallest surface flaw
length, and the minimum cracked surface area, at failure, and hence, would be
the most difficult to detect.

The critical component flaw size range for failure was first estimated by
assuming that the material's fracture toughness, Kl,, falls between 10 and 35 ksi-
in1/2 ; a typical range for 440C stainless steel [3]. Lack of specific material
information for the 440C used in the spools precludes analysis at a definitive
toughness within this range. Three potential crack locations were considered in
this analysis: in the spool neck near the shoulder, at the lathe center hole
bottom, and in the spool neck away from the lathe center. Existing stress
intensity factor solutions for simplified geometries representing each of these
cases were employed [4,5]. These simplified solutions did not account for the
increase in crack driving force near the geometrical stress raisers and assumed
plane stress loading conditions. Therefore, the critical flaw sizes determined
here should be slightly greater than in the actual component.

The results of this analysis showed that the smallest cracks which can lead to
failure occur in the spool neck near the shoulder. This location concurs with
the observed failure location in spool A. However, the critical crack size in the
spool neck away from the lathe cern(er hole is only between 0.001" to 0.010"
larger (depending on exact touph'x-ss) than the critical flaw size near the
shoulder fillet. Therefore, the spool neck is also highly susceptible to failure, as
evidenced by spool B failure at this location. The critical flaw size at the lathe
center hole is larger than these two locations and is less likely to be the site of
component failure.
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The calculated critical flaw depth at fracture was 0.0045" near the shoulder

when it was assumed that the K, of the spool was 10 ksi-in". If KI, was as high
as 35 ksi-in, the critical flaw depth was calculated to be 0.044" in this location.
This range of critical flaw sizes cannot be unequivocally lowered without
definite material toughness information. However, the heat treatment process

used for these spools and some limited information linking 440C processing and
fracture toughness [3] suggests that the toughness of the 440C used in the spools
should be less than 20 ksi-in / . If the material toughness is in fact below 20
ksi-in /1 , the critical flaw depth of these spools is below 0.014". This upper
bound estimate of critical flaw depth agrees well with the above described
metallographic observations of intergranular cracking depth in the two failed
spools inspected by CARDIVNSWC.

The final portion of the fracture analysis determined the necessary material
fracture toughness required for this component, assuming the minimum flaw
size and shape that could be found by current nondestructive evaluation
techniques existed in the component at the worse location (spool neck near the
shoulder fillet). The minimum detectable surface flaw length using dye
penetrant techniques is approximately 0.0625", with an assumed surface crack
length to crack depth ratio of 3.4 If the earlier fracture analysis is repeated
assuming this flaw, the minimum toughness required to avoid fracture of the
spool is 24 ksi-in 1/2. This toughness is higher than tie estimated range of
toughnesses for the 440C used in these valve spools. This result implies that it
is not possible to nondestructively inspect these parts for cracks to the accuracy
required.

Failure Assessment SummaEX: In considering the results of these three separate
evaluations, a scenario for failure of the spools consistent with the facts of their
service can be considered. The 440C used for this part is highly susceptible to
environmental cracking. Whether from residual surface stresses or from applied
3ervice stresses, environmentally-assisted intergranular cracking occurred in the
spool necks. This cracking progressed until sufficient to constitute a critical flaw
which resulted in catastrophic overload failure of the spool. Intergranular crack
growth did not need to be extensive prior to failure due to the very low fracture
toughness of the 440C material. As the crack sizes leading to failure in the
spool were o. the order of 0.01", standard NDE crack detection techniques
would be insufficient to detect sub-critical flaws. The underlying cause of these
failures is inadequate material selection, due to the high susceptibility to
environmentally-assisted cracking and low fracture toughness of the 440C
martensitic stainless steel used for the valve actuator spools.

4Personal communication with R. Denale, Head, Welding Branch, Code 615,
CARDIVNSWC, July 30, 1993.
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Conclusions:

1. Failure of the 440C stainless steel valve actuator spools was caused by
environmentally.assisted intergranular crack initiation (EAC). 440C
stainless steel has a high susceptibility to EAC, especially when hardenedto high strength levels. The environment species that resulted in the
intergranular attack of the spool material is not known.

2. The low fracture toughness of the 440C stainless steel used for the spools
ensured a low darnage tolerance for the component. Critical flaw size
for catastrophic failure of the spool was on the order of 0.010".

3. Critical flaw size for this component is too small for NDE detection prior
to catastrophic failure under service loads.
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METALLURGICAL EXAMINATION OF THE
LAU-7 NITROGEN RECEIVER FAILURE

U.S. Army Research Laboratory

Dr Dai Broek

FractuReseaich, Inc.
Galena, Ohio 43021

Abstract: A pressure vessel containing nitrogen gas exploded during a routine filling
operation. The pressure vessel was composed of an inner stainless steel liner which was
wound with glass fibers In an epoxy matrix. The optical and electron microscopy determined the
liner failed in a ductile manner. Metallographic examination and chemical analysis verified the
microstructure and composition of the liner met drawing specifications. Optical miCroscopy of
the composite .racture origin revealed dark fibers with debris adjacent to the liner failure origin.
Based on this daa, the liner failed due to an overload. Since the composite was the load
bearing portion of the pressure vessel, the liner was subjected to an overload because the
composite had failed initially. The composite may have failed due to damage incurred from
handling, proof testing or refilling operations. Recommendations were made to develop a
nondestructive inspection plan utilizing acoustic emission testing.

Key Words: Acousitic emission; composite; filament winding; failure analysis; pressure
vessel; stainless steel.

Introduction: On January 29, 1991 a LAU-7 Nitrogen Receiver exploded approximately 60
seconds Into a routine filling operation at the Miramar Naval Air Station in San Diego, California.
The nitrogen receiver was in a constraining cannister when the explosion occurred. Both
components fractured into two halves. Each fracture half was propelled through the air in
opposite directions, through a wall of the filling station and travelled several hundred feet
outside of the building before damaging several vehicles and causing bodily injury to one
person. The nitrogen receiver had been in service prior to failure for an undetermined period of
time.

Component Description: The LAU-7 Nitrogen Receiver shown schematically in Figure 1
provided compressed nitrogen gas to the Sidewinder Missile. The receiver was manufactured
according to the requirements established in MIL-R-81202D and is composed of an inner
stainless steel liner (bladder) which was wound with glass fibers within a matrix of epoxy resin
(fiberglass). The purpose of the metal liner was to contain the nitrogen gas and prevent
leakage. The filament winding provided the structural support needed to withstand the hoop
and longitudinal stresses caused by the infernal gas pressure.

The metal liner used to contain the nitrogen gas was faricaled from 321 stainless steel. The
liner consisted of three major sections; the hemispherical end caps arid a clindrical body to
which the end caps were weded. Both end cap to cylinder weldments incorporated backing
rings to prevent weld blow through a. 'provide dimensional stability during welding. The
finished welds were then subjected to 100% radiographic and liquid penetrant inspection and
evaluated to class I of MIL-Ri 1468 in accordance with MILSTD-453.

A glass filament composite was wound around the metal liner to prevent the high pressure
nitrogen gas from rupturing the liner. The glass fibers were contained within an epoxy resin
matnx, During loading tie epoxy matrix distributed stresses from the pressurized liner to the
glass filaments which provided the structural strength. The glass filament layers were orientated
at angles of 90 and 450 from the axial direction. After fabrication the finihed component
was subjected to leak and pressure tests. The nitrogen re eiver was normally charged to 3000
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Figure 1 Schematic of the LAU-7 Nitrogen Receiver.

pounds per square Inch (psi) during service and hydrostatically pressure tested to 5500 :;. 100
PSIG. The filament wound composite was designed to withstand an internal gas pressure of
8500 psi. Completed receivers have been burst tested by the manufacturer to pressures of
10,500 to 12,000 psi.

Visual Examination/Light Optical Microscopy: The nitrogen receiver fractured into
two pieces. The largest piece consisted of the cylinder body which was still connected to the
end cap containing the skirt as shown in Figure 2. The smaller piece was the locking end cap
containing a large hexagonal fitting. rigure 2 also reveals the extensive distortion of the skirtwhich prevented the Identification of the LAria nitrogen receiver. The exterior
surface of the component was badly damaged by 'he impact with the wall, after being hurled intothe air as a result of the explosion. Exterior surface areas of damage that had darkened with age
and weathering were observed on the filament winding. Area A reveal a region which many
8 5 tie individual glass fibers had been severed durng impact causing the filament winding to

S unravel and become dlarinated. The metal liner bene ath this region had been bent inward.
Similar damage was observed within Area B. Both areas exhibited damage that occuered after
the explosion and was not related to the cause of the failure.
Stainless Steel Liner: The fracture of the stainless steel liner occurred at the
circumferential weld joining the oinder body to the locking cap. One third of the iracture
propagated within the heat affected zone (HAZ) while the remaining crack growth occurred
outside of the HAZ within the base material of the cylinder body The resulting fracture surface
was predominantly wo a dmosed of shear lips (fracture ding at 45 degree angles to the
loading direction). This type p f. is typical o an overoad falure in a thin walled pressure
vessel. The failure ositive,ion site and direction of crack propagation were determined by
examining and Interarting mecrofeatures of the fracture surface such as sher lips and the
teavng pattern of the metal liner. Another significant feature which aided in Identifying the crack
oriidn was an area that had ballooned out due to ioernal pressure, causing plastic deformation
of the metal liner. This revion, Identified in Figure 3 suggested that the filament winding had a
weak spot and lost Its ability to constrain the metal ner. Consetrently, the metal liner was
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~allowed3 to plastically deform within this weak spot and balloon out until a crack developed and

catastrophic failure occurred. The crack origin occurred just beyond the ballooned region within
the HAZ and propagated in opposite directions, circumferentially, until the two crack fronts met
and final fracture occurred. A cross-sectional view of this area Is shown in Figure 3. The
ballooned out region could not have occurred due to post-faikire damage since there was no
evidence of any ntedor surface damage which would have occurred if the metal liner had been
techanicaiy pushed out as opposed to being formed due to a high concentration of gaspressure. The final fracture zone exhibited ductility as evidenced by ths plastic deformation
within this region. .

Filament Winding: The fracture pattern of the filament winding was also examined and isshown in the schematic of Figure 4. The glass fibers adjacent to the crack origin and balooned
out region of the metal liner were slightly darker than the glass fibers of the !tnal fracture region
with smrall particles of debris in between the fibers. The fibers within the remaining composite
fracture were relat.ely clean, The debris may have been the by products o4 wear which
occurred between the metal liner and composite due to the action of latigue (refilling, proof
testing and/or in-service loading). The fracture surface of the filament winding adjacent to the
crack origin of the metal liner was relatively flat (See Figure 5) compared to the fina fractureregion of the filament winding which failed in shear (See Figure 6). The filament winding fracture
region adjacent to the metal ciack initiation site was not typical of the global fracture pattern
often associated with composite failures and observed within the final fracture region. The
composite, initially failed in a very constrained manner as evidenced by tho condition ci the
severed glass fibers, which failed as if they had been cut by a sharp edge. The fibers within the
final fracture region, however, had a frayed appearance as expected. This suggests that the
composite fibers adjacent to 1he crack origin may have been damaged prior to failure.
Tears within the composite layers, discoloration within the crack initiation fegion and the angle of
the broken glass fibers indicated the ciiroctiori of crack propagation coincided with the crack
propagation of the metal liner. Voids were observed within the composite adjacent to the
fracture as well as other regions. These defects were aligned parallel to the fracture plane.

Locking Cap to Cylinder Body Weld: Inspection of the circumferential weld joining the
looking cap to the cyflnder body revealed a lack of control of the welding operation. The wdth of
the weld bead varied significantly around the cylinder body from approximately 0.06 inch to
0.133 inch in width. Along the toe of the weld a dark oxide had formed because of Ins fficient
Inert gas shielding during welding.
Electron Microscopy: Electron microscopy Ol the metal liner fracture surfaces confirmed
what had been established by visual inspection. The morphology of the shoar planes was
corposed of directional dimples (See Figure 7). A few isolated regions were found thatcontained equlaxed dimples Indicative of failure due to unlaxial loading. Throughout the
circumference of the fracture surface an extensive amount of smeared metal was observed
obliterating the topography in many regions. Because of this damage the exact fracture origin
could not be determined. The Initiation site could only be resolved by interpreting
macrofeatures obseriod by optical microscopy as described earlier. The surface of the stainless
steel cylinder body adjacent to the weld was rough and exhibited signs of yielding which had
taken place during the explosion. Secondary cracking was observed running parallel to the
fracture surface.
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Figure 5. Region of crack initiation in the composite. MAG. 7.5X.

Figure 6. Area of final rupture in the composite. MAG. 7,5X.
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Figure 7. SEM of shear fracture in metal liner. MAG. 120X.

Chemical Analysis: The materials used to fabricate the metal liner of the cylinder body, the
locking cap, and the back-up ring along with the weld bead material of the locking cap to cylinder
body weld were determined by Inductively-Coupled Argon Plasma Emission Spectroscopy.
The carbon and sulfur content were analyzed by the Leco Combustion Method. All of the
materials conformed to the compositional range designated for type AISI 321 stainless steel as
listed in Table 1. The specified requirements for type AISI 321 stainless steel as listed in the
Metals Handbook (published by the American Society for Materials) have been included for
comparison.

Tabl. hemical Composition of the Nitrogen Receiver

AISI 321
Metal Liner Locking Cap Back-up Rjng Weld Bead Stainless Steel

% % % % %

Carbon 0.028 0.055 0.071 0.077 0.08 MAX
Sulfur 0.021 0,005 0.005 " 0.03 MAX
Manganese 0.86 1.37 1.41 1.24 2.00 MAX

Silicon 0.48 0.50 0.44 0.49 1 ..0 MAX
Chromium 18.3 17.5 17.9 17.4 17.0-19.0
Nickel 10.6 9.93 11.0 10.6 9.0-12.0

Phosphous 0.031 0.021 0.024 0.022 0.045 MAX
Titanium 0.30 0.57 0.73 0.62 5 X C MIN.

* Insufficient sample

168

0t



MetallographIc Examination: The circumferential weld joining the metal cylinder body to
the locking cap which had failed causing the explosion was sectioned and prepared for
metallographic examination. Latic acid was used to etch the specimens and reveal the
microstructure of the locking cap, cyiinder body, back-up ring and weld bead. The weld bead
exhibited a typical dendrilic structure. The heat affected zones of the.thre.- mating pieces can
be observed. The microstructure of the cylinder body, the locking cap and the back-up ring was
austenitic. Delta ferrite stringers were resolved and appeared as dark hori7ontal lines aligned
with the rolling direction of the material.

Discussion: The metal liner of the cylinder body failed entirely in a ductile fashion indicating
that the stainless steel used to fabricate the liner performed as designed and the failure was not
environmentally assisted. In addition, the stainless steel exhibited no signs of gross defects or
inclusions and although the welding process utilized to join the cylinder body to the locking cap
could be improved, there was no evidence collected during this investigation that suggested
that either poor welding practices or defective material caused the failure. If the metal liner had
failed before the filament winding then leakage of the metal liner would have occurred. The
most common location where leakage cracks develop are within or adjacent to the liner welds
since the strength of the material in these areas is often less than that of the parent metal.

Cracks in the metal liner can initiate due to the action of fatigue caused by the change in gas
pressure that occurs during refilling, proof testing and depressurization. If the adhesive bond
between the metal liner and the composite fails, a stress concentration will be created at the
perimeter of the delamination. Additional stress can be caused by the difference in elastic limits
between the metal liner and filament winding. Expansion of the metal liner can occur during
pressurization because the glass fibers of the composite have as much as 4.8% strain before
failure (as in the case of E glass). Stainless steel experiences plastic deformation well before
this (at approximately 0.2% strain) limit and strain hardens in the process. Buckling of the metal
liner occurs when the nitrogen receiver then becomes depressurized. The composite simply
returns to its original shape but the metal liner which had undergone strain hardening during
pressurization (resulting in a larger diameter) would be crushed by the composite as it is
contracting.

1

When the component failed, an explosion occurred, which strongly indicated that significant
damage of the composite had been incurred prior to the refilling operation. It is not unusual for
the composite to fail at relatively low gas pressures because of damage accumulated over the
service life of the component. Research of the stress ruptre characteristics of these types of
pressure vessels has shown that significant damage can be incurred during each cycle of proof
testing. Microcracks can occur at voids in the epoxy resin and join to form more critical defects.
It is not unusual for the void content of such filament wound composites (in the as-formed
condition) to range from 5 to 7% by volume. Glass fibers can also be severed due to stress
concentration effects. This occurs because of uneven load distribution as a result of defects
such as voids or cracks in the resin, delamination between layers of fibers, and debonding
between the fibers and epoxy resin.2 ,3

The integrity of the filament winding affects its ability to provide structural support and distribute
loads evenly during service. As the component becomes pressurized stress is transferred from
the metal liner to the individual fibers of the composite. The ability of the stress to be transferred
evenly is hindered by the defects described above and by the misalignment of the glass fibers
within the composite, which is typical for these materials. Regions of the composite may contain
more fibers per unit area than others and since the resin, which makes up the difference, is
weaker than the glass, a stress concentration exists. In addition, static load tests of glass fibers
in tension when exposed to water has revealed that moisture acts as a stress corrosion agent.
Therefore, if moisture is allowed to seep into tight cracks or crevices due to delamination or
debonding in the composite the glass fibers can experience stress corrosion cracking and
contribute to premature failure of the component.

An additional concern is the exterior surface condition of the metal liner itself. Examination of
the glass fibers near the crack origin indicated that the failure of the composite was very
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constrained (almost as if the fibers had been cut by a sharp edge). In instances where the metal
liner expands and contracts with changes in gas pressure, any surface asperity (such as weld
spatter, burrs, etc.) could cut into the internal surface of the filament winding with each filling or
proof testing operation.

Conclusions: The failure of the nitrogen receiver was caused by a weak spot in the filament
wound composite material. During the nitrogen gas filling operation, the weak spot was not ab!e
to constrain the stainless steel liner (bladder) locally as it expanded. As the weak spot deformed
from the increasing local stress field, yielding of the metal liner occurred. Simultaneously. the
composite within the stress concentration region fractured as the metal liner continued to
expand, locally. The bladder then proceeded to undergo plastic deformation until sudden
catastrophic failure of the component occurred in the form of the explosion. The origin of 'the
weak spot in the filament winding may have been the result of any one or a combination of the
following:

- exterior damage as a result of impact during service or improper handling,
- interior damage due to expansion and contraction of the component during proof

testing:
- propagation of defects during in-service loading and/or refilling operations.

Recommendations: 1. Determine the maximum level of damage the filament wound
composite can withstand without affecting service life. Then, perform a visual inspection of
Nitrogen Receivers in the field to remove from service those components that exhibit excessive
damage.

2. Modify the hydroproof testing of the Nitrogen Receivers. Hill has predicted the burst
pressures of pressure vessels from acoustic emission data collected while hydroproof testing to
25% of the nominal burst pressure.4 This method should be applied to the Nitrogen Receivers
to minimize the damage that can be imparted to the filament wound composite during
hydroproof testing above the maximum expected operating pressure. First, a sampling of
Nitrogen Receivers (the number required will be dependent on the variance of the data
collected) would be burst tested while being monitored by acoustic emissions. A correlation
would then be established between statistically significant independent variables, dependant
variables and the burst pressure. If the correlation is reliable, then subject the remaining
Nitrogen Receivers to acoustic emission testing to verify the integrity of the components.

3. Redesign the Nitrogen Receiver based on the knowledge and data that has been
developed on stress rupture phenomena in fiberglass. An alternative fiber material could be
investigated that would have better performance than glass.
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ON THE QUANTUM ELECTRODYNAMIC ORIGINS OF "SCATTEP" i

THE MECHANICAL PROPERTIES OF METALS

Minas Ensanian
National Metals Classification and Ranking Center

Eldred, Pennsylvania 16731

Abstract: A pivotal and historic unsolved problem in the
quantum mechanical (QM) electron theory of metals (QMETM),
has been, an empirical determination of the global thermo-
dynamic state (GTS) of a discrete bulk metal object (OBMO)
defined here as any engineering or structural component. in
principle, any physical object can be described by a (QM)
wave function or state vector. The new science and technol-
ogy of Electrotopography (ETG) now makes a practical deter-
mination of the virtual thermodynamic state (VTS) of a DBMO
possible. Therefore, nuw "criteria" that are "electronic"
in nature (as opposed to being crystallographic) can be
utilized for the earliest possible warning of impending
catastrophic metal failure. The oriQins of "scatter" in
mechanical property test data are examined from a quantum
mechanical and (new) thermodynamica! perspectives.

Key Words: Electrotopography; ETG; quantum mechanics; free
electron theory of metals; catastrophic metal failure; ther-
modynamic states; electrochemical sensors; equations of
state; foundations of physical theory; topological manifol-
ds; symmetry-breaking; energy dissipation processes; scales;
the theory of measurement; and, the Bohr-Einstein debate.

Historical Background: As it pertains to its theoretical
and or conceptual foundations, a central theme in the new
physics is that of "connectedness." In other words, every-
thing is connected to everything else in the universe. On
this basis then, the various divisions of science and tech-
nology are artificial constructs (regarding natural phenom-
ena) and are not immune to political forces or fortunes.it-
may therefore be argued that no matter how a given hierarc-
hical entity is structured, knowledge is a two-way street;
for example,even a metal physicist may learn something from
a factory-floor metallurgical engineer and vice versa. it
is interesting to note in passing that, Benjamin Franklin
(1706 - 1790) once observed that a drop of oil spreads it-
self over the surface of a pond; here was a very simple
macroscopic phenomena that provided an opportunity to comp-
ute the scale of things at the molecular level. In the wor-
ld of 1994 is such a thing possible on the factory-floor
and is it not in everyone's interest for people at all
levels to communicate ? What does "interdisciplinary" mean ?

Physicists, like to do physics. That is, they like to make
calculations on the basis of so-called "first principles"
and as economically as possible, and then see how well the
numbers compare with the results of an actual experiment.
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If we were to play a game of "definitions" with hn f

possible words, then "science" could be defined in the foll-
owing manner - structure-property relationships as it -u

tained to any physical system. Let's look into this deepr .

Now if we examine the Periodic Table of the Chemica] Llere

ts , we will discover that nearly 80% of the chemical ee r

t-s are metals (which have been defined as a class of solids
that have Fermi Surfaces). It can be shown by combinatoriil

analysis (supported by our empirical knowledge) that the
number of potential alloys may exceed the total number of

so-called "particles" in the known universe, which is some
81 orders of magnitude. One can only imagine what chemical,
physical, and mechanical properties some of these alloys
might possess. How could we do a heuristic search ?

The periodic table may be viewed as an attempt to reduce

the total physical universe down to a "single" chart.-At
the moment no further simplification can easily be imagined;
that is at the level of quarks and leptons, etc., nor would
it be practical in any way. Numerous questions can be rais-
ed, for example, how much information does the periodic tab-
le contain ? To what extent can we begin with the table
and attempt in anyway to reconstruct any part of the kncwn
universe ? How would we know that sodium combines with
chlorine to form a white crystalline substance essential
for life ? How can anything evolve from such a small chart ?

We are presently living in a wonderful world of satellite
communications, pocket computers and TV, Fax machines and
so on. This is the world of physical electronics and auto-
mation (including artificial intelligence (AI), as well as,
virtual reality (VR) etc.) with no end in sight. However,

this reality associated with the construction of practical

devices, electronic or otherwise, cannot be directly viewed
as significant progress in our fundamental understanding of
the physical universe around us.

Let us now hand a copy of the periodic table (with data) to

a modern-day 24 year old Werner Heisenberg or Wolfgang
Pauli and ask him to do some physics. On the basis of any

set of first principles or rules, we want to synthesize an
alloy of arbitrary chemical composition and. to outline its
stress-strain curve for a well-defined set of circumstances.

Now with respect to the theoretical foundations there are
only two major theories to work with, namely, cuantum -echr-
anics, and general relativity; it must be noted that quant-
um theory has essentially explained everything (so-to-speak
excopt gravity. For various reasons the two theories are
incompatible. Physics is not a unified science.

If we were to find ourselves in the world's most complete

library - where we would begin a search for first principl-
es A search through current texts and oeriodicals In

solid state physics, physical chemistry, physical metallur-
q7, statistical, and or, theoretical mechanics, etc..-Ou~c
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be to no avail - there is no place to begin. The requ;Tqrw

task would be something akin to Bohr's original postuij%_or

of the hydrogen atom, or Schr~dinger's postu! atworn of -

famous wave equation.

In experimental physics and in general we are dealing with

natural or other objects that may be looked upon as being
made up of a large number of smaller bodies. This is the
central problem in the quantum mechanical theory of many-
body systems. This means that in the language of classical
mechanics, in order to determine the state of such systems
at any point in time and space - we would require a kno,.-led-
ge of the position, as well as, the velocity of so e 10 to
the 23 particles, and which would be impossible to handie.

Now if on the factory floor, a metal physicist and a quality
control engineer were examining a bloom of alloy steel - the
engineer who is always under time and or economic constrain-
ts of some kind, would primarily be concerned with the blo-

om's "condition" which he could easily determine at times
by a simple hardness test. A physicist, on the other hand,
would be mostly interested in the thermodynamic state cf the
system (which obviously is a mure fundamental issue).These
two notions are of course interrelated.

As a general rule, the condition of a DBMO could be deter-
mined by a single measurement, whereas, the virtual thermo-
dynamic state can only be represented by a state vector
whose components woulu all have to be state variables of a
single generic type. The paradigm for this discussion is a
cubic meter of an alloy steel whose mador, minor, and trace
chemical constituents total 25 in number. If we were eai-
ing with a cubic meter contaner of a gas, it would be a
very simple matter to determine its thermodynamic state by
virtue of the ideal gas law (equation of state), namely,
PV = nRT . The model cube above refers to a foundry castinc.

It must be noted that so-called many-body theory actually
refers to a collection of approximate methods for very spec-
ific problem domains; and many-body theory is not concerned
with any fundamental or comp.ete understanding of natural
phenomena. There is but a single general theorem, that of
Poincare, which states, that if you wait long enough the

configuration of a system will eventually repeat itself.

Let us examine briefly the "complexities" that are intrin-
sically associated with our model cube of alloy steel: (1',
we are dealing with 25 or more chemical elements (metallic
and nonmetallic), (2) they are not uniformly distributed,
(3) the same element may be in different oxidation states in
different regions of the cube, (4) the chemistry of the met-
al's surface may vary from area to area, (5) the cube may te
slightl) distorted, (6) the surface of the cube mav hev a
number of scratch marks, (7) various forms of defect sub-
structure are randomly present, and the relative internal
stored energy of the system is not uniform. People who do
first, Principle physics, obviously have to make varicus as;-
umptions and work with idealized models, and in the? oasonc-



of external forces (and or environmental ;r ,t':rf I. A', .,

have previously indicated our ultimate objectiv;
first principle synthesis of a practical a1 ]oy that ha,,,
etofore, been unknown. Let us say, a whole new clats of u,:-

tems has been postulated.

It is imnediately evident that we have given our youthfuI
Heisenberg or Pauli, a truly impossible ano incomprehen-'n.-o
task; the factory is waiting for a set of instructions that

are supposed to be based essentially on first principle con-
siderations, so that they can proceed to produce the ne.: an;
perhaps exotic material in quantity.

In the field of so-called "naive physics" we are permitted
to ask naive questions. For example, why should a ouan tum
physicist have any interest at all in something as see-igl.y
mundane as catastrophic metal failure ? Is there anything

there of a fundamental nature (electron theory of meta to
get excited about ? Answer - a metal may be defined zs a
solid with a Fermi Surface, and, our whole techn-cal c
ization we have been told, is based on the skililful e×cxo
ation of the "electronic" propoerties of metals. ;o..:hile
,s true that quantum mechanics helps us to better understand
various chemical, physical, and electrical properties of
metals, it has nothing to say about stress-strain curves and
the like. In other words, quantum statistical therModVnamics
(QST) is structurally inadequate to handle on a firs- c-n-
ciple basis the mechanical properties of metals.

This situation is glossed-over by some peoole in the follow-
ing ways. (1) "we do not touch upon the independent tradit-
ion of the study of the mechanical properties of solids,
whose roots lie in metallurgy", and (2) enoineers have at
their disposal a catalogue of various materials which are

purely the results of empirical tests and is not something
that relates mechanical properties to atomic structure anc
to the elementary interactions between atoms.

Our interest in a quantum mechanical (that is, a state vect-
or) approach to system characterization and mechanical fai-
ure prevention, etc., is based on the premise that in any
quasi-first-principle endeavor to forecast the failure
(that is, for example, the useful remaining service-life) of
a DBMO, must be based on the assessment of its global "elec-
tronic state" or configuration since, quantum electronic
changes must precede gross macroscopic morpholocical or
structural change. Such changes must be defined in multidim-
ensional linear state spaces;and reo stered macroscouica3!v.

It is at this juncture that we encounter the conceptual cif-
ficulties associated with the many-body problem. The :--c'-

e-ts of a state vector are, first of al!, h sicoche-
e-tit-es and the electrical slgnals bY whilch they are raze
-anlfest must be the combined result of two extracrCinarv
pheno-.ena, namely, chemical specificitv, and volu-;ncs
st:;ty speaking this would mean the following" q !: t,

s ':s a -e global or voluetrc n cr n anr "qr . " :



minor, or trace, chemical constituents of the DBMO, anrd
which would be indicative of a new physicochemical -rinci-

ple and or, cooperative phenomena. We are therefore forced
to develop a new "mapping" technique for bulk metals; one
that satisfies these two very difficult requirements, sim-

ultaneously. The ultimate objective therefore is to repre-

sent any DBMO at or near room temperature by a state vector

of the form SV = (Pe,C,Cr,Ni,Mn,S,P,Si,B,Mo,Al,W,Zr .....

the components of the vector would numerically represent
the average value of either a single waveform or a mapping
of a part or the whole of a system by a sensor that was
chemically specific. In other words, a mapping of the DB>'C
would be made using a so-called "iron" sensor, followed by
a "carbon" sensor and so on. Average = arithmetic mean.

Some Quantum Mechanical Considerations: The following comm-
ents can be made about quantum mechanics - (1) no one can
say that they understand it (after Feynman, and Gell-Mann),
(2) Einstein spent a great part of the period between 1927
and 1955 attempting to prove that it was incomplete and not
a true description of physical reality, (3) in quantum mech-
anics (QM) a particle can be in any number of different pl-

aces, all at the same time, (4) two particles that are a
billion miles apart can communicate with one another faster
than the speed of light, (5) particles evolve out of the
vacuum and may also vanish into it, (6) QM only deals with
probabilities, yet the Schr~dinger equation is determinist-
ic, (7) any physical system (including the universe itself)
can be represented (in principle, of course) by a wave fun-
ction (or a state vector), (8) a wave function represents
"potentia" (that is, various possible "outcomes") and oper-

ates on the principle of "linear superposition" of all pos-
sible quantum states, (9) the force between two elementary
entities (such as between an electron and a proton) is the
result of an "exchange" of photons, (10) the Sommerfeld
fine structure constant (whose origins are unknown - Why
did God select this specific number) alpha (1/137)) is a
convenient measure of the strength of the electromagnetic
interaction. The universe is held together by this number.

Bohr was fond of stating that anyone who is not shocked by
quantum mechanics simply does not comprehend it. Some of
the reasons are as follows: (1) There is no ultirate real-
ity; there is only our knowledge of something and that cam

only be gained by an act of measurement (Einstein. " Are
you telling me that if 1 do not look at the moon, it is not
there ?), (2) Bohr, "There is no quantum world - There is
only an abstract quantum mechanical description", (3) Math-
ematics is the only reality, according to the great Heis-
enberg (Note- Kurt GMdel proved that mathematics itself is
also inconsistent), (4) quantum mechanics in and of it-
self, cannot bring about the "collapse" of the wave funct-
ion; in other words, it cannot provide any mechanism by
means of which one can select a single quantum state fro
amongst an "ensemble of potentia and (5) quantum mechan-
ics is a "universal" theory and can be applied to all
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systems that are composed of atoms or subatoic par4 0c,1i;

this refers to a length scale that ranges fro7r 10 -8  C".

10 - 1 6 cm. Bohr takes measurement apparatus for grznted.

In its most simplest terms, quantum _theory_ isconcerned

with the rules governing the gain o _ loss of enerny from
an object. T- is here that we see the first hint of a c:r
ect connection betweon quantum theory and catastrophic met-
al failure since the latter is associated with the rate and
the various modes of energy dissipation in a DB0O. It mumt
be noted in passing that during its early history, metals
served as a provingrounds for the revolutionary new theo-

ry. Although he invented solid state physics, Pauli referr-

ed to it as "dirt " (See, Rev. Mod. Phys. 59,1.,.Ja .1987).

The "quantization" of energy is the reason why, for example,

all hydrogen or carbon atoms are the same. If enercy was
not quantized every atom would be different and there ;ould
be no uniformity in Nature.

The Theory of Measurement: A quantum measurement can only
be made by a set of apparatus that obey the laws of classi-
cal physics (essentially, Newton's world). Bohr takes the
world of classical physics for granted and draws a sIne in
the sand so-to-speak, and says that there is a "boundar'"
between the micro and macro worldsbuz exactly .:he-e It is.

no one is sure or knows;Bohr prefers that the boundary be
mobile so that someday quantum theory can encompass all of
physics (we assume this includes metal failure prevention).

In the quantum mechanical universe there are only two thin-
gs, (1) measurement or experimental apparatus, and (2) thi-
ngs to be measured, and the only reality is their interact-
ion or relationship; anything el.se is undefined and absol-
utely meaningless. It must be noted that no matter how
counterintuitive or weird its appearance, quantun rechan:cs
and quantum electrodynamics in particular is, nevertheless.
the most successful theory in the history of science and

'hen correctly applied has never been proven wronc. can
provide correct answers to 6 or more decimal places.

According to Bohr, when a measurement is made the infinite-
ly dispersed wave function (an electron, for example. may be
found at any place inside a box) must "collapse" to a def-
inite, but unpredictable state at a particular place. Before
we pull a mechanical test sample in tension to failure, the
potentia (here) refers to an estimated range of values that
let us say lie between 63,000 psi and 218,000 psi. The test
is completed when a single value within this range has been
selected. In the quantum mechanics of metal failure Drev-
ention (QO10NMFP) it is our principal task or mission to be
able to predict this value by means of a state vector -. th
a high degree of confidence. One of the most interesting
Cuestions that arises here is whether a better understa, c
Df the mechanism of mechanical failure in metals can crcv cde

:-sinhts on the conceotual foundetFcms c: cuazt. ec -

- Thee are a nunber of delc ' t t 17(
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this idea and some of whom are indicated during this disc-
ussion; there are a number of similarities between wave fun-
ction collapse, and "scatter" in mechanical property test
data. When a mecihicai property test specimen (that may
be referred to as the macroquantum mechanical system to be
measured) suddenly fails, this is operationally equivalent
to the reduction of a state vector. The reason is that we
have now correlated the state vector and the complete hist-
ory of the "mcasurement act" with a single real point or
value in the domain of potentia (the "ensemUb-i of tensile
strengths). A dot on a phctographic film or a point on the
chart of a recording voltmeter are manifestations of wave
function collapse in the classical world. A number of prob-
lems, however, remain - how are microscopic "events" amplif-
ied so as to produce a classical event and how does classi-
cal apparatus make up its mind - which value it wants to

iselect ? There is also the question of stability. If the
trajectory of a quantum pprticle is undefined, how then is
it possible to construct a solid from first principles ?

The basic quantum mechanical argument is that by the very
act of measurement you change the thing that you are trying
to measure: we can only study an electron by striking it
with a photon. This is the origin of Heisenberg's Uncertainty.

Thermodynamic Consider3tions: Max Planck's doctoral thesis
was concerned with the second law of thermodynamics which
gave him an edge over others attempting to solve the probl-
ems posed by black-body raoiation. Classical thermodynam-
ics is probably the most single powerful general principle
of science and phenomenologically it takes no cognizance of
the atomic constitution of matter; even at the turn of the
century some of th greatest scientists in the world still
did not believe in the actual existence of "atoms." It was
Einstein who helped to establish this reality. Einstein
himself, on the other hand, did not believe that atomic
energy would become a practical reality during his lifetime.

The second law without exception applies to all physical
processes in the universe; in other words, you cannot gain
something for nothing - even the reading of these lines req-
uires an expenditure of energy. The law is statistical in
nature and it applies to closed or isolated systems that
tend to degrade if left alone.1n a truly isolated system and
which is impossible, no form of energy can either leave or
enter the system. Do not ask a quantum physicist, "what is
energy ?"; he does not know.

The following is a reasonable assumption and or argument;
namely, that any isolated physical system should or can be
represented by a state vector . Energy, has been defined as
the capacity to do work, an worV-ii been defined as the
product of an applie-dTorce and the distance through which
it is applied (work is an algebraic quantity and is the pro-
duct of an intensity factor and a capacity factor and it may
be classified as either - grevitationTalsurface, volume,
mechanical, or electrical);chemical work-electron transfer.
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For a gas, a state vectcr can be expressed as SV = 'P,V,T)
and it must be noted that the variables refer to the globalcondition of the system, and that they are "emerge,;" proD-
erties. If a physical system can be reresented by a state
vector and if the system undervoes some thermodynamic change

of state (transformation) thei., the magnitude of this change
can be expressed by a distance In other words, the argu-
ment can be made that thermodynamics is the science that is
concerned with distances in N-dimensional linear state spa-
ces when thermodynamic entities undergo changes of state;
let us compare this with a definition by F.T. Wall: Thermo-
dynamics is a physical science concerned with the transfer
of heat and the appearance or disappearance of work attend-
ing various conceivable chemical and physical processes.In
classical thermodynamics the definition of energy (First
Law) is given only in terms of its changes and not by its
absolute magnitude for an isolated system. Absolute values
can only be specified by means of Einstein's formula for
mass-energy, E0 = m c2 ; postulated in 1900 by Poincar(.

The Notion of Distance in Physical Theory: In the prevention
of mechanical failure, for economic, as well as other reas-
ons, the central issue must be concerned with the useful
remaining service-life of an engineering component or a str-
uctural entity. Intuitively, we are interested in the comp-
utation of a distance between the present state of a system
and its failed or final state (where a tensile test specim-
en is broken into two pieces) when the system is under some
reasonably defined constraint (regimen).

Operational realities aside for the moment. A state vector
for any isolated physical system implies some measure of its
energcontent or state; which is foreign to classical ther-
modynamics. TNow what happens when "energy" either enters or
leaves a system ? For example, if a quantity of wax is br-
ought into contact with a hot body it melts. There is a
change in molecular configuration. In a metal the atoms be-
come further apart as the temperature is increased. In other
words, there is a "duality" between ener2g and distance just
as there is between mass and energy, space End time, and a
particle and a wave. It can be shown that it is impossible
for energy to enter or leave a system without a correspond-
ing change in some of the distance parameters of the system;
energy and distance are, therefore, two sides of the same
coin. They cannot zhange in value independently.

jhj Molar Distance of A Pure Metal: The molar distance of a
pure metal near-298 K is defined by the relation, OM =
mA / [ x r2ndI where mA, ? (rho) , and r2  , respectively,

refer to the product of the atomic n n d weight in grams
of a metal and Avogadro's number, the density of the metall-
ic solid near 2980 K, and the neorest neighbor distance in
centimeters in the standard crystalline material. The atomic
volumes of the practical metals ran ge from a low of 4.96
cm / mole for beryllium to 70 cm /mole for cesium. The ura-
nium/lithiuni atomic weight ratio is 34.303 and their dersity
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ratio is 35.283. On the other hand, their molar distance

ratio is nearly unity at 1.177 . The molar distances of the
Lpractical metals, as well as the metalloids silicon, germ-

anium, and carbon, ranges roughly from 1.0 to 2.53 x 1016

cm. A quantity that is referred to as the standard molar
distance (OMs) is by definition, made equal to 2.104 x 1016
cm.

Einstein's Equation: In the special the ry of relativity a
mass of I gram is equivalent to 9 x 102. ergs of energy. By
the simple expedient of dimensional equivalence we can j.n
effect, transform this energy into its distance equivalent.

E m c2  D m (1)

where Eo is equal to 9 x 1020 ergs, m. is equal to 1 gram of
mass, and g is the gravitational acceleration at sea level

which is 9.8 x 102 cm sec- 2. The notion of distance has
considerable pedagogic, as well as heuristic value in both
physic and metallurgical engineering (and which are ultimat-
ely connected). As a matter of fact all of the physical con-
stants of physics can be tran'slated into their distance equ-
ivalents, that is into centimeters. In eq?9tion 1, the quan-
tity Do is found to be equal to 9.18 x 10 -cm.

For nearly eight decades the origins of Sonmerfeld's fine
structure constant alpha (1/137) has remained one of the
greatest mysteries in physics. In the words, of R. Feynman,
"all good theoretical physicists put this number up on their
walls and worry about it". Alpha represents the ratio of
the velocity of the electron in the first Bohr orbit to the
velocity of light. Note,it is obtained directly from the
ratio of D and D and is approximately

0 Ms
iT DIT 0 137.07 (2)

DMs

A considerable body of work has recently been developed ar-
ound the concept of distance translations. Fcr example, if

t Do and E0 a.'e divided by Avogadro's number (treated as a
dimensionl:ss quantity) we obtained, what are respectively,
referred to as, the quanta of dist nce (1.5244 x 1- 6 cm) and
the quanta of energy (1.4945 x 10-9 ergs), which are very
useful. 1 Distance, is independent of the path taken.

It is interesting to note that in the context of dimensional
units, Einstein's formula and the classical expression for
the gravitational potential energy (near sea level) are id-
entical. It is also obvious that arguments in physics must
always involve virying degrees of "circularity". A theory
prescribes at ,,ice both the definitions of its concepts and
the conditions in which ey are to be related; classical
thermodynamics, for example, is related to equilibrium stat-
es. In physical science we no longer pretend to have found
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the Lruth but merely consistent descriptions which seem tohave predictive value (after, M. Tribus, at al.) In this

same vein, information theory attempts to make the best pre-
dictions about a system ith nothing more than incomplete

S information. We now review a new experimental phenomena.i
Electrotopography (ETG): it is now a matter of routine to

dete-rmine the virtual thermodynamic etate of a discrete
bulk metal object , irrespective of its chemical composition
and shape or mass, in real time. Information is transmitted
by electrical signals wTTh are related o, nerally to changes
in physical state. A digital value, a waveform, and a 3-D
or fishnet mapping, respectively, refers to things that are
1,2 and 3 dimensional. A state space on the other hand can
have an infinite number of dimensions (Hilbert spaces, for
example, in quantum mechanics). 2-9
ETG is a new science and technology that evolved out of an
attempt to solve a factory-floor problem in engineering con-
cerned with the classification of mixed populations of crit-
ical metallurgical engineering components (CMEC); defined ai
those objects whose catastrophic failure could result in a
loss of human life, valuable property, and or, costly down-
time. Classification and Ranking are pivotal to safet

When two metallic objects are brought into contact they ex-
change charge but not significance. Due to the statistical
variations in the configurations of their atomic constitue-
nts, it is impossible for any two physical objects to be ex-
actly the same. Therefore, when they are brought into con-
tact and due to the differences in their respective Fermi
levels, there will be a transfer of charge. Heretofore, it
was not possible to measure and to compute the entropy of
production in any limited manufacturing cycle. Whnver any
two metallic objects are in common contact with an electrol-
yte we have a galvanic cell and an EMF is generated. In its
most simple form (there are 55 general classes of ETG sen-
sors) an ETG mapping device consists of an electrode in the
form of a bar upon which has been mounted a doped polymer-
ic electrolyte in the form of a tire, and which very brief-
ly, as it rolls over the surface of a meta), generates an
electrical signal (with the units of electrical field stre-
ngth) that is both volumetric in origin, as well as, chemic-
ally specific. Waveform or mapping averages then serve as

I the components of state vectors or matrices. Experimental
details may be found in the references cited Theoretically,
ETG can only be understuod on the basis of a quantum mech-
anical "coupling" between two macroquantum systems.

In quantum mechanics a measurement refers to an interaction
between a very large apparatus and quantum entity, such as
a single particle. In ETG these same two can be identical
and can even exchange their roles: if a bar is cut in half,
either section can be the system to be measured or part of
the measuring apparatus. Quantum measurements can be done
on very large objects (such as, a multi-ton Weber bar or
antenna - such measurements are known as quantum nondemol-
ition (see Science, Vol. 209, 1 August 1980, P-547).
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Scatter in Mechanical Testin.: The word "scatter" is very
e-ldoom found in the~hf-x_-FF any textbook in the material

or physical Pciences-!.nis description of a reversible
process in classical thermodynamics Gibbs defines the not-
ion of a "neighborhood" (which was later taken up by Cars-
the'odory ). In other words a system that is taken through a
reversible cycle does not have to return to its exact prev-
ious position but only to a neighborhood where there is no
sensible difference between the two states.Many j issues
can be raised here. For example, in ETG it would be possible
to reversibly transform a large solid metal sphere into a
cube (experiments of this kind can be done with alloys that
melt at 500 C,for example). The state vectors, although they
are generically similar are nevertheless, different. One of
the most interesting problems in ETG concerns determining
the shape of an object, only from the information that is
contained in its state vector and a knowledge base for its
parent population.Problems are defined only by SV's.

Phyics as pointed out by W. Poundstone (The Recursive Univ-
erse) is an attempt to define reality recursively. Ideally,
it is a set of rules for predicting the situation at time
T1 , given the situation at time TO . We refer to the latter
as the initial state . Industrial quality control in the
metalworking industries is strictly based on statistical
methods, simply because heretofore there was no way to
determine the initial state of a DBMO. Our principle inter-
est is in the description of a stress-strain curve in terms
of individual elemental constituents (one at a time) of the
metallic body.Tensile tests have N-D chemical perspectives.

Scatter in mechanical testing, chaos in nonlinear dynamical
systems, and especially, patterns in cellular automata, all
display an extreme sensitivity to so-called "initial cond-
itions." When test specimens are represented by state vect-
ors, then scatter can be linearized, that is, predicted. It
is also interesting to note that mutation and other operat-
ors (actually algorithms) can be developed, whereupon a
single state vector can be enlarged intn a neighborhood,
that is a population. This is the inverse of wave function
collapse or state vector reduction (conceptually speaking).

The Bohr-Einstein Debate: Quantum theory deals with probab-
ilities, and if it takes the classical world for granted,it
cannot be universal. Im recent years there have been two
major international conferences on the Bohr-Einstein debate
which is concerned with the ultimate nature of physical
realkitt In Einstein's viewpoint, "God does not play dice
wi-th man." In this author's opinion there is a close fund-
amental connection between physical reality and catastron-
ic metal ?ailure. otn suoJects are closely associated with
the VTS's of physicochemical entities, as well as the gpo-
metrization of all natural phenomena (Cliffori, Gibbs,Et'

Summery and Conclusion: A knowledge of the VTS of a DBMO
makes *.t possible to optimize simultaneously its past hist-
ory , as weil as its future behavior.
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The determinations of the past and the future of a physical
system may be viewed as another form of complementarity inthe theory of quantum mechanics (although, in a limited way).

The VTS of the model cube is most descriptive when it is
represented by a set of 3-D topological manifolds which are
electronic entities resulting from joining a cube's 6 mappings;
when properly read , these figures will clenrly indicate
when the system is in a "failure mode." The volumetric nat-
ure of these signals is QM in origin, while the chemical
specificity is brought about by chemical biasincl.The hist-
ory of QM measurement is referred to as "state preparation,"
and must be described in ._eat detail. An ETG sensor screens
"potentia" by virtue of the ionic potential.A practical mea-
sure of the VTS of a DBMO means that more than a century of
modern metallurgy can be revisited by a new thermodynamic
tcol. Finally, there is preliminary empirical evidence that
the ratio of the mechanical property Minkowskian Distances
between two members o- the same population (that have been
tested to tensile failure) and their ETG (that is, physico-
chemical) Minkowskian Distances may be conne-cte d by Te Mi-ne
structure constant alpha. In conclusiun, there is no doubt
that a deeper understanding of the phenomena associated with
scatter" raises interesting issues in the conceptual foun-

dations of quantum mechanics. There is a connectedness here
that must be pursued in an interdisciplinary way; ETG spec-
tra can also be obtained as a function of mechanical vibrat-
ional frequencies (electron-phonon scattering phenomena; Ref. 3).
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Abstract: This study analyzes the fracture characteristics of three representative titaniumIaluminide alloys: a super-%z Ti-25AlI 0Nb-3V-IMo alloy, a near-y Ti-48AI-2Nb-2Cr
alloy and an XD®V Ti-45AI-2Mn-2V alloy containing 7vo1% TiB2. A plate-like %t. phase in
the super-%h alloy provides a good combination of ductility and strength. The effects of

! constitent phases and thz controlling mechanisms for tensile and stress rupture failures

are discussed. A duplex microstructure of the near-y alloy is observed in the heat-treated
samples. SEM studies show a clearly defined crack initiation point in the tensile
specimens. The tensile fractography shows a mixed brittle rocky and river-pattern fracture
mechanism at 977K, while switching to a more ductile dimple fracture mechanism at
1033K. It is concluded that a brittle to ductile transition occurs between 977 and 1033K.
Interlamellar fracture dominates the tensile failure mechanism of the XD® alloy with fully
lamellar or duplex microstructure. The microstructural effects on failure mechanisms are
established and the findings will serve as guidelines for future alloy optimization.

Key Words: Fracture mechanism; y titanium aluminide; super-%2 titanium aluminide;
titanium diboride; XIW

Introduction: The low density, high modulus, and persistent high temperature strength of
titanium aluminide alloys make them attractive candidates for applications at high
temperatures in advanced gas turbine engines. However, poor room temperature ductility
dramatically restricts their otherwise great potential. It is essential to understand the
fracture characteristics and the controlling mechanisms to further improve these alloys.
This study will compare, analyze and explain the fracture characteristics of three titanium
aluminide alloys: a super-%t Ti-25Ai-l0Nb-3V- IMo (at%) alloy produced by rapid
omnidirectional compaction (ROC), a forged near-y Ti-48A1-2Nb-2Cr (at%) alloy and an
XD® Ti-45A1-2Mn-2V (at%) alloy containing 7vol% TiB2.

Materials and Processing: The super-a2 alloy used in this study is a titanium aluminide
alloy, Ti-25Al-l0Nb-3V-lMo (at%) [Ti-14.1Al- 19.5Nb-3.2V-2Mo (wt%)] consolidated
from plasma rotating electrode processed powder by ROC. The heat treatment schedules
listed in Table I were followed to develop the microstructure that optimized the mechanical
properties. Also given in Table I is the average aspect ratio (the ratio between the length
and the width) of the transformed %2 phase (except the as-ROC'ed material where the
aspect ratio refers to the primary Qt). Heat treatment I produced scattered areas of
primary %2 in a mixed oh/f matrix with well-defined P grains. Heat treatment 2 gave large
amounts of equiaxed primary %h along with fine acicular o in a 13 matrix. Heat treatment
3, cycled above and below the f3-transus temperature (1363K), resulted in a transformed
colony-type o2 structure with grain-boundary %X present. Heat treatment 4 resulted in a
fine Widmanstatten appearance. The microstructures of the super-o2 alloy are shown in
Figure I.
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Fiur 1:_Microstructuresof__________alloy_(a) ____________(bheattreatedby sche-ule 1

Figur hea Mroturee obspaaly schd)l 2 Oe, (d) heat treated by scheduled 3,ad1,ha

treated by schedule 4.

Table 1. H-eat Treatment Schedule and the Average Aspect Ratio of a, Phase

Heat Treatmenit - -_ Scliedule Average AspectRai
(P as-received (as-ROCed) 3

1366K x 2hr + water quenched +
I 144K x 2hr + water quenched + 6

-1033K x 4hr + air cooled_
1339K x2hr+1033K x5h+arcoe
'1403K x I hr +, 1089K x E.5 hr +
1403 Kx I hr +air cooled __10

4 143Kx Ih+ 1089K x4 hr +air cooled J5

Both the near-y and the XDO alloys were first cast by a vacuum arc remelting process,
followed by hot isostatic pressing (HIP) and isothermally forging. and finally heat treated
before testing. The average compositions are Ti-33.4A1-4.38Nb-2.47C-O.O085Fe-0.OlI2C-
O.0730-O.005N+22 ppm H (wt%) for the newr-y alloy, and Ti-29.45A1-2.23V-2.64Mn-
2.28B (wt%) for the XDO alloy. The near-y pancake was supplied by General Electric
Aircraft Engines (GEAE) to the Army Research Laboratory-Materials Directorate (ARL-
MID) for testing and analysis. The as-received material showed a di'ple.x microstructurc of
equiaxed primary y and transformed (z, and y laths as shown in Figure 2. The study of the
XD~t alloy was conducted at Martin Marietta under contract from ARL-MD. The presence
of TiB2 particulates in titanium aluminide alloys could refine the cast grain size, accelerate
y-phase recrystallization and strongly influence morphology transformations.
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Figure 2: The duplex microstructure of the near-'y alloy.

Mechaiical Properties: Tensile and stress rupture tests were conducted for all three
alloys. For a super-or2 sample heat treated by schedule 4, the high room temperature yield
strength (YS) and ultimate tensile strength (UTS), 977.7 and 1174.9 MPa, respectively,
were accompanied by poor room tciperature ductility, <2%; this is a consequence of the
presence of the fine acicular a2 phase. The tensile strength is compromised when the
acicular c, coarsens, while room temperature ductility improves as indicated by a sample
heat treated by schedule 3 (Sample 3), having a YS and a UTS of 617.8 and 848.8 MPa,
respectively, and a reduction of area (RA) of 6.5%. The mixed structure of fine acicular
transformed a2 and equiaxed primary ct obtained in the sample heat treated by schedule 2
provides a better tensile strength than Sample 3 but reduced ductility. The tensile
properties at elevated temperature f,.!ow a trend similar to the room temperature properties.
An interesting conclusion can be drawn regarding the tensile properties and the
morphology of the a 2 phase. Under otherwise similar conditions, ductility increases as the
aspect ratio of the acicular a2 phase increases but the lensile strength is inversely related to
the aspect ratio. The as-ROC'ed mai erial shows a roughly equiaxed primary a, structure
compared with a much more plate-like stiicture in Sample 3. Despite the coarse
microstructure fbund in the as-ROC'ed material, it demonstnates better YS and UTS at both
room and elevated temperatures, with lower ductility. This further supports the idea that
the geometrical shape, i.e., aspect ratio, has a profoud ,tfect on the tensile properties and
can, at least sometimes, outweigh the effect of refined microstructure. The stress rupture
properties of this super-a, alloy are remarkable compi':ed with other similar alloys. (1)

The LITS and YS of near-y alloy remained essentially the same as the test temperature
increased from 977 to 1033K while the elongation (LL) Lm! the reduction of area (RA)
values dramatically increascd from 4.0 to 89.9% and 4.3 to 76.2%, respectively. The UTS
abruptly decreased by more than 20%. only a sligt:t decrease in YS, when :he temperature
increased from 1033 to 1089K The EL and RA values moderately increased as the
temperature increased to 1089K. The moderate ctinge in YS despite the significant
deterioration in UTS is partially due to a transition from a brittle to a ductile fracture mode.
Stress rupture tests were performed at higher temperatures. The stress rupture time is
more than 1,000 hours at 922K/275.8 MF,,. (2)
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The s-iI) Ped U'l I oy howe a ullyvquaxt singte-phase nhicrostrUCture that
trasormed lailloy mish rcueowedben eae t163 o I hou o~llowed

In ici'o~trLICtIc Was produ~cedl ir specimn-s heated at 1 613K for I hour, air cooled, anld
4subsequetly lieated at 1473 K foi- 10 hours tlien air cooied again to room temperature.

The lamellar ;!nd the duplex microstru.ctures had higher tensile strength compared with
theh ciieuaxed Counlerpart. Howevet, the fully cquiaxed y microstructure productd the
highest ductility at lambient temperature. This is opposite to that observed in the super-a2,
alloy: a lower ductility is associated with the eCquiaxed a, structure. For both the lamellar
and the duplex mIIicroStructure-S, YS was fairly temperature insensitive at temperatures
below 873K, remaining abovc 550 MPa. The YS would rapidly decrease to 200 MPa as
the temperature increased to I 173K. A bri!tle-tO..du~Ctile transition stalled to occur at
973K, The tensile elongation recached a value higher than 5%, at I 173K for both the fuily
laielar and the duplex microstructures. The XD*,-.Iov has a higher tensile strength than
the near-y alloy, but an inflerior ductility. Compared with the near-y alloy, the XD(® alloy
has a si milJar hri ttIc-to-ductile trar~sit ien len-iperaw re range, however, with more decrease in
strength and less increase ini dtictiliiy during tile transition. (3)

Fracture Characteristics: Figuo-cs 3(a) aad (b) show longitudina! (i.e., paral~el to the
loid axis) cross-sect ional I ncrostruIC:LireS of's pc-a, tensile specimens tested at 700K.
They both show a flat transverse fracture surtac.- with very liimited secondaiy cracks
immediately underneath the fracture Surfaice inodiating a single domninart crack. For the
as-ROC'cd sample, -is sniowv in FigUre 3(a), a numbe-r of transverse cracks were nucleated
along the ouiter, specimnen suirf ace in t he vicinity of~the fracture surface. Most of them were
short and randomly distrihuted indicating no preferentiG' nucleation sites. More transverse
cracks evenly distributed on the otter specimen surface were observed for- samples heat
tre-ated bvicheduleC12 In contrast to the as-ROCcod ,prcimen, the *ransverse cracks
occuirred farther away froi i e fracture sui i'ace indicating a dlual deformation process was
present during the test. The first is aniformnly distributed througnout the spec imen in the
longittLainal direction, nucleating cracks and conti acting the specimnt diameter almost up
to the shoulders of the specimen; the second is a loc_--ized ne-cking process only observed
in 1he vicinity of the final fiacture surfalce ats showi, in Figulre 3(b). In addition, a large
nuimber of irregularly shaped catvities, ranging fron-, sphericul to elongated, nucleated within
the specimen for both as-ROCcd and hicat-treated (by schedule 2) specioions. These crack
nucleations-ites )ccurred In several dfi few nt piiase morphologies.

Figure 4(a) shows. a longitudinal cross-sctionL'l micrestructure of an as-ROC'ed stress
ILuptUre specimenci tested at 92!K/379 MPa that broke after 8.2 hours. During the test
multiple transverse cracks n'4cleited NO on the specimen surfacc (edge) and within the
specimen. No longitudinal craAs were detected, Most transverse cracks nucleated at the
specimen Surface are paitiaily due to high stress concentration resulting from surface
roughnecss and parially due to the brittle oxide surface layer. These surface cracks grow
competiiively in the transverse direction and some eventually coailesce with outwardly
growing interior cra~ks to produce final failure. Despite the fact that thle interior cracks
were few kind scattereJ, some are actually ,'actuire-controllit'g because the "small" surface
cracks h~ave to coalesce with interior cracks to reach the critical cr&R. length for
propagation leading to failure. No preferential crack nucleation sites were observed. As
sho% n in Figure 4(b), one large crack on the left side was initiated in the tire am /P matrix,
the middle crack was initiated on the interior boundary (interface) ".t scen cotarse primary
a, phase and fine rx2 43 matrix, tlie third major crack on the right side was initiated in a
Cluster of coarse ot2 phase. The crack propagation rates are seemingly slow as indivated by
the short lengths of these surface cracks and are aboo.t the saim no matter wnere they are
nuclemad. The failure is controlled by the interior crack nucleation and t subsequent
lnkagc between the interior and the surface cracks. When multiple cracks happen to
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nucleate on the same plane in the specimen, they will soon coalesce and reach the critical
length leading to the final fracture. The grain boundaries of prior P grains were not
necessarily favorite crack nucleation sites nor preferred paths for crack propagation.
Cracks were randomly nucleated throughout a variety of microstructure morphologies.
The frequency of crack nucleation and the subsequent crack propagation rate are about the
same among coarse primary a 2 phase, fine a 2 /1P matrix, prior 1 grain boundary and the
boundaries (interfaces) between these various phases. Crack nucleation and propagation
are predominantly affected by the direction of stress (i.e., tension) and stress concentration,
and not the different cohesive strength of various metallurgical phases and constituents.

Table II summarizes the fractographic features of super-a2 specimens tested in various
conditions. The prior 13 grain size for a post-tested specimen is about the same as before
the test for both tensile and stress rupture specimens. In the stress rupture specimen,
microvoids nucleated during the test at elevated temperature and subsequently coalesced to
form the colonies as shown in Figures 5(a) and (b). The colony size observed in the
scanning electron microscopy (SEM) fractographs is about 200 i, about five times larger
than the prior 13 grain size. This indicates that during the stress rupture test multiple cracks
nucleate in several prior 13 grains and then grow simultaneously and eventually bridge
together resulting in final fracture. The nucleation and coalescence of microvoids are
heavily dependent on temperature, stress and the exposure time at these elevated
temperatures and high stresses. The colony-type fracturc is less well defined for tensile

4.1

,.

300 gm 300 p m

(a) (b)

Figure 3: Longitudinal cross-ectional microstructures of failed super-a 2 tensile specimens
tested at 700K (a) as-ROC'ed, (b) heat treated by schedule 2.

tests at 700K as shown in Figures 6(a) and (b). Ductile dimples and microvoids are still
visible in these tensile specimens, however a shear river-pattern fracture also appears. The
fracture surfaces of room temperature tensile specimens as-ROC'ed show predominantly
shear river-pattern fracture - no microvoids or colonies can be observed. However, for a
sample heat treated by schedule 2, large (about 300 Jim) but vaguely defined colonies on
the fracture surface were observed as shown in Figures 6(c) and (d). These variations are
attributable to the different starting microstructures. The as-ROC'ed specimen starts with a
coarse aj structure with vaguely defined 13 grains. On the other hand the microstructure of
the specimen heat treated by schedule 2, had a mixture of well defined 13 grains and
primary a2 phase.
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(a) (b)

Figuire 4: As-ROC'ed Stupr-(X, Stress rupture fractitred specimens (a) longitudinal cross
sect ion, (b) transverse surfaice cracks.

Table 1I. Fractographic Features of Super-x Alloy

Specimen SEMI Opal
, -i-ROCed shear river-pattern, several transverse cracks
(tensile at 700K) ductile dimples, along the specimen Surface

nlicrovoids near the fracture cross
section and irregular cavities

____________________________ ______________________within the specimen
as-ROC'ed transgranular colony-type nitil t ip transverse cracks
(stress rupture at 922K/379 Iiacture, I randomfly nucleated,
M Pa) colony size -2(X) pm Iprior ~3grain size 40 pum
heat treated by scheduleT 2 large but vaguely defined
(tensile at 293 K) transgranUlar colonly-type 1

fracture,
______________________ colony size -(M) pmill_______________

heat treated by schedule 2 mlixtureC of transgranular a number t of tranlsverse
(tensile at 700K) colon -type & intergranular cracks along the surface &

shear fracture. irregular cavities within the
Imicrovoids splecimlen

heat treated by schedule 2 mixture of transgranuiar
(stress rupture at 922K/379 colony-type (interior) and
MPa )intergranular shear-

(sur face/edge) fracture.
___________________________ icrovoid coalescence ____________________

Both ductile dimple and brittle (mainly intergranular) fracture modes w! re observed in the
ncar-y alloy. Figures 7(a) and (h) show t he typical tens ile- fractutred specimen surface
testcd at977K. A clearly defined crack origin was observed. The singuilarity otth criack
origin and a river pattern that diverged from this origin in the crack propagation direction
led to the conclusion that the specimen fuiled by a single predominant crack that was
initiated on the specimen surface and gradually propagated through the cross section until
the remaining cross-sectional area could not sustain the applied load and an abrupt

190



(a)(b

Figure 5: SEM fractographs of super-a2 stress rupture fractured specimens (a) as-
ROC'ed, (b) beat treated by schedule 2.

(a) (b)

(c) (d)

Figure 6: SEM fractographs of super-a, tensile specimens (a) and (b) tested at 700K, as-
ROC'ed and heat treated by schedule 2, respectively;,(c) and (d), tested at room
temperature, as-ROC'ed and heat treated by schedule 2, respectively.

separation occurred. Figure 7(b) shows a (close-up examination at a higher nmagnification
indicating a brittle rocky fracture near the crack origin. Dc-cohesive rupture occurs

* principally along the grain boundaries. A pronounced intergranular cleavagelike fracture
mode with some trdnsgranular contribution can be seen. Clusters of cleava~ge feathers
could also be observed. Figure 7(c) shows the cracks on the external specimen -Urface
resulting from oxide layer on the tensile specimen tested at 977K. The morphology and
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distribution of these surface cracks are a function of their respective relative locations to the
crack origin and the test temperature. More cracks were observed near the crack origin.
They usually appear as linear cracks circling around the external surface. However, the
morphology became more complex and the cracks were deeper into the interior for the
specimens tested at higher temperatures. These cracks developed due to the propagation of
secondary surface cracks. A distinctly different fracture appearance was observed in the
tensile specimen tested at 1033K. A mixed ductiledbrittle transgranular decohesion with
twisted grains dominated the fracture mechanisms as shown in Figure 8(a). Figure 8(b)
shows the ductile tubular fracture observed in this specimen. This flutelike tubular fracture
results from steps developed during rupture. The tensile specimen tested at 1089K
showed a more ductile fracture. The specimens failed by dimple rupture and exhibited
transgranular decohesion as shown in Figure 8(c). These findings are consistent with the
conclusion obtained from the tensile tests where the ductile to brittle transition temperature
is between 977 and 1033K. The EL increased from 4.0 to 89.9% when the test
temperature increased from 977 to 1033K.

)(b) c)

Figure 7: The near-y tensile specimen tested at 977K, (a) overall fracture surface, (b) brittle
rocky fracture near the crack origin, and (c) surface cracks.

(a) (b) (C)

Figure 8: Fracture surfaces observed in the near-y tensile specimens
(a) and (b) tested at 1033K, (c)tested at 1089K.
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In contrast to the simple tensile fracture, the SEM stress rupture fractographs of the near-y
t alloy do not show any crack origin or crack path. Despite the good elongation at fracture

the SEM fractographs exhibit a combination of cleavage and transgranular decohesion.
Stress rupture tests were performed at three different conditions: 922K/275.8 MPa,
9 77K/275.8 MPa and 1033K/206.9MPa, respectively. Figure 9 shows the typical stress
rupture SEM fractograph for a specimen tested at 977K/275.8 MPa. All stress-ruptured
specimens show deformation in different degrees. However, the specimen tested at
1033K/206.9MPa reveals the least deformation and the finest microstructure among these
three. It indicates a quasi-ductile fracture mechanism. More brittle fractures and massive
shears could be observed in a large area in the specimen tested at 922K/275.8 MPa. The
specimen tested at 977K/275.8 MPa has a fracture mechanism in between the two
mentioned above. It shows a mixed brittle and ductile fracture mode. The effect of test
temperature is particularly significant from 977 to 1033K because this is the brittle-to-

[ ductile transition temperature range of y (TiAl) alloys. The tensile EL and RA increase
significantly in this transition, and these ductility changes were accompanied by distinct
fracture appearance changes in both tensile and stress rupture specimens.

SEM fractography of XD® alloy shows that fracture occurs along the interlamellar
interface for both the lamellar and the duplex microstructures tensile tested at 293 and
773K, as shown in Fig. 10.

i ~~- Ui -'--

Figure 9: Stress rupture fracture surface of Figure 10: SEM fractograpgy, of an
a near-y specimen tested at XD9 specimen with
977K/275.8MPa. lameUar microstructure

tensile-tested at 293K. (3)

Discussion and Concluaios: The failure mechanisns of titanium aluminide alloys
depend on their morphologies of the constituent phases. The morphological features of
these alloys vary wit alloy compositions, processing and heat treatment. The tensile

i fractures of both super-%,, and near-y alloys result from a predominant crack propagating
through ihe specimen cross section. Cracks nucleated on the specimen surfaces due to
oxidation were observed in both alloys. Secondary cracks were initiated in the specimen
interior as well. In the super-%s alloy the ductility increases with an increasing aspect ratio
of the %2 phase, however, the strength is inversely related to the aspect ratio. In general,
structures with plate-like o phase provide a good combination of ductility and strength.
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The room temperature ductility of near-y alloy is relatively low, and the etuiaxed y
microstructure usually has the lowest ductility. A brittle-to-ductile transition is found
between 977 and 1033K for the near-y alloy. Interlamellar fracture is the predominant
fracture mode in the XD® alloy for both fully laImellar and duplex microstructures. Similar
interlamellar fracture was also observed in the as-ROC'ed super-aX2 alloy that shows an
elongated a 2 grain morphology. In the super-oa2 alloy, the colony morphology resulting
from the prior 0 grain plays an important role in the fracture mechanism. It leads to a very
different macro-fracture appearance between the super-a2 and the near-y alloys despite the
observation that both alloys show a heavily deformed micro-structure in the stress-ruptured
fracture surface. The stress rupture failure of the super-a 2 alloy is controlled by the
coalescence of microvoids and the bridging between simultar:cously nucleated cracks on
the same plane. Colony-type fracture was observed for stress rupture and tensile
specimens with a P phase microstructure. For stress rupture and tensile specimens
containing [ phase, fracture occurred across colonies. The average colony size was
usually five to seven times larger than the prior 0 grain size and resulted from the linkage
of cracks in several 3 grains. In the near-y stress rupture specimens, a fractograph with

less and smaller ductile dimples was observed.
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AbsFtracts The objectives of this *ecporimentaj study are to

extend t fatigue data base of butt welded pipe fromXarkles tests in o the low cycle range (100 to 2 000
cycl s), to c ompare the measured, fatigue strenqtn withformulas developed by Narkl of stress amplitude versus
cycles eo failure and to compare results with other

availabledata: harklis paper covered the range from 2,000ti 4 x 10" cycles.

n this investigation, a total of fourteen (14) butt welded
pipe carbon steel spocimens and seven (7) 304 stainless
steel specimens ware tested using a four point bandig test
fixture. All testing was conducted on schedule 80 1 inch
pipe subjected to a constant cyclic displacasent amplitude.
Force deflection data were taken so that results could be
comparad with Markl's stress data. In addition, strain
amplitude was measured so that strain-cycle curves could be
developed for the butt welded pipes.

Failures in the carbon steel pipe occurred at the end of the
weld heat effected zone on the inside of the pipe and not at
the outside toe of the weld as previously observed by Markl.
An examination of the fatigue fractures by metallography
showed the these cracks occurred in the region of change of
grain size. In the 304 stainless steel pipe, fatigue cracks
started at the toe nf the welds at the outside of the pipe.

Keywords: Fatigue; Fatigue of welds; Butt welded piping;
Fatigue of piping.

Zntroduotieus Cyclic fatigue life of carbon steel welded
pipes was studied about 40 years ago by Markl (1). In 1951,
farkl conducted tests on various water filled welded piping
components using a cantilever type assembly with fully
reversed bending loads. The data on butt welded pipe were
obtained from 1935 to 1951 and covered fatigue life above
2000 cycles. Markl's paper published in 1952 covered tests
for the following pipint camponents: plain straight pipe,
butt-welded joints in atraight pipe, snort and long radius
elbows within-plane and out-of-plane forged welding tees
within-plane and out-of-plane and mure bends. The results
from Markl's test have been used as the basis of piping
design in the ASNE Boiler and Pressure Vessel Code (2).
However, the low cycle regime, leas than 2,000 cycles, was
not covered by Narkl's research.

This paper presents the results of testing on butt welded
steel pipes conducted at the University of Akron with the
ob1ective of extending larkl's data to the low cycle range
100-2000 cycles). In addition, formulas of atress

amplitude versus cycles developed by Marki were compared to
this new data in the low cycle reaime Both carbon steel
and austenitic stainless steel butt weldedp ipes were ycled
to failure. The welds were based on th ASH B oiler and
Pressure Vessels Code (2) using certif Td welders. All
pipes were tested in the as-welded condition without

irinding of the weld outside surface or post weld beat
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The microstructure in the weld region and at the fatigue
failures was studied and related o the observed failures.Fati ue data are presented on log-log Ylots of strain
amplytude versus cycles and stress amp itude versus cycles.
In the stress versus cycles plot, Markl's procedures were
followed to determine an elastically calculated stress
during plastic bending of the pipe.

Results are compared with Markl's and Langer's equations
(1,3). Data from these tests are also compared to other low
cycle tests conducted by the General Electric Company (4)
and with tests conducted in France (5,6,7).

Test apparatus: All pipe specimens were tested using the
four point bend test fixture shown on Figure 1. The test 3
fixture was mounted in an Instron Material Testing System
(Model 1321). Four yokes were used to provide four simple
supports for each pipe specimen. The two center yokes are
fixed to the load cell of the Instron system. The other two
end yokes are fixed to the bottom beam which is attached to
the nstron actuator. Both beams are stiff and strong
relative to the 1-1/2 inch schedule 80 pipe specimens. The
centers of the two end yokes are 48 inches from each other
while the other two center yokes are located 15 inches from
each end. The center 18 inches of each specimen is
subjected to a constant bending moment. As a result, the
weld at the center of each pipe specimen was in the middle
of the uniform moment region. The pipe specimen was fixed
at one end yoke by tightening clamping screws in the yoke.
This screw prevented rolling and axial motion of the pipe
during testing. Axial slipping was allowed at the other
three-yoke supports during the large plastic bending of the
pipe.

A controlled cyclic displacement was applied by specifying
the actuator movement amount a neutral position. The
computer controlled cyclic displacement amplitude was
constant during each test. The displacement was specified
from the initial zero load position of the pipe and the same
magnitude was specified in both the up and down direction.
The resulting peak load was measured by the Instron's Load
cell and recordedduring each cycle. Strains in the center
ortion of each pipe specimen were also recorded until gage
atigue failure occurred. Cyclic strain amplitude was used

to determine the magnitude of the cyclic displacement for
the desired cycles to failure.

*~cimens, Both carbon steel and austenitic seamlesssal steel welded pipes were tested. The carbon steel
pipes conformed to ASTM material specification A53 Type F
wnhle the stainless steel pipes conformed to ASTM
specification A312 grade which is 304 SS. The type F carbon
steel pipe is a continuous welded pipe with a minimum yield
of 24,000 psi. The 304 pipe is a seamless pipe; the carbon
steel is a seam welded pipe. The 4-1/2 foot pipe specimens
were butt welded at the center by an ASME code qual?fied
welder. The pipes were 1 1/2 inch schedule 80 having an
outside diameter of 1.9 inch and an insde diameter of 1.5
inches. Th4 pipe specimens were 54 Inches in length and the
weld was locates at the center of the specimen. The
snocimen dimensions and weld location are shown in Figure 2.
A*. weld required preparation is shown in Reference 5.
Photographs of the inside and oitside of the carbon steel
welds ar4 shown on Figure 34 similar photographs for the
stainless steel pipes are aown on Figure 4. The welder
scribed his initial. near the weld in each specimen. The
welds passed an X-ray exam and no serious defects were
found. Results of the X-ray tests are included in Reference
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5. original plans were to place the worst defect located on
the x-rays at the maximum stress location. However, because
of the possibilities of fatigue initiation at initials, the
initials were placed at the neutral axis.

A total of 21 pipe specimens were tested: 14 CS specimens
and 7 ss specimens. The specimens include welded and
control (plain) s ecimens. The controi specimens are used
to provide base line data to which the welded specimens can
be compared. Two CS control specimens and one SS control
specimen were tested of the 21 total specimens. A list of
the specimens tested is shown in Table 1.

Instrumentation: General purpose electric resistance strain
gages were used to measure the resulting bending strains
during the initial cycles. The gages were glued to the top
surface of the piped specimens near the weld and away from
the weld. Signals from each strain gage were amplified with
BAM 1, series 14600 bridge amplifiers made by Vishay
Instruments. Output from the bridge amplifiers was recorded
on a two channel chart recorder. Cyclic strains were
recorded until gage failure. The peak positive and negative
loads during each cycle were recorded by the Instron digital
controller for the e.ntire test. Strain amplitude, which is
one half of the total range, was plotted on all graphs.

Test Procedure: Before installing each pipe specimen in the
test apparatus, the specimen was filled with water. A water
leak was used as a failure indicator. Two rubber plugs were
used to close the pipe ends. Load-displacement measurements
were made on a number of pipe specimens for use in the
Markl's stress analysis method. Two different procedures
were followed in this step. In the first procedure the pipe
specimen was loaded incrementally and then allowed to relax
for a few seconds before recording the resulting load from
the Instron control console. Loads decreased during this
relaxation period. In the second procedure, a continuous
load-deflect ion record at the test strain rate was obtained
directly from an x-y recorder attached to the Instron.
Higher loads in the plastic region were obtained (Figures 5
and 6).

i A controlled cyclic displacement was applied to the pipe
specimen. The specimens were cycled at4 cycles per minute
when the specified displacements were less than 2.0 inches
ani at 2 cycles per minute when the specified displacements
were greater than 2.0 inches. Peak loads and peak
displacements were printed on a paper roll every 50 seconds
by the Instron control console. The test was stopped when
water leaked from a fatigue crack and the number of cycles
to failure was recorded.

Resultst Results from this test program are shown in Table
1. The results are plotted on a log-log graph in Figure 7.
This figure is a plot of the measured cyclic strain
amplitude (1/2 of the range) versus number of cycles to
failure where the strain amplitude is the strain measured
away from the weld region. At the weld, the measured strain
was lower than the strain measured away from the weld as
shown in References 8 and 9. This result was unexpected.
Plastic strains in the heat affected zone were expected to
exceed that of the pipe material.. At present, this
difference cannot be explained. Examination of the test
data reveal the following:

(1) Fatigue life of welded pipes is substantially
lower than the plain pipes.

(2) Stainless steel pipes have better fatigue life
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than the carbon steel pipes.
Comparison of the test results from this test program with
Markl's equation (iS - 245,000 N- .2) is shown in Figure 8
where stress amplitude versus cycles to fail.ure is plotted.
The stress in this case is calculated from the ordinary beam
formula (S - MC/I) where the load used to calculate M is
obtaIned from straight line extrapolation of the load
displacement calibration curves to the test displacement.
The stiffness of the system based on test was about 6.000
1b/in. Considerinq the pipe only, the calculated stiffness
is 7,400 lb/in. Since the fixture does flex, the
calculation is felt to verify measured values. Test
displacements are well into the nonlinear (plastic) range.
The calibration curves are shown in Reference 8. As can be
seen from Figure 10 Markl's equation severely under
predicts fatigue like in the low cycle range. In addition
to being out of range of the equation this difference is
believed to be due to better welding techniques in use today
as compared to welds made over 40 years ago when Markl
published his paper. Also there was a large variation in
the yield strength of straight pipes used in Markl's data
(27.3 KSI to 42.5 KSI). Additional testing of pipe in the
high cycle range would provide a more realistic assessment.

Least square fits of the test data from the welded pipes
result in the following equations:

(1) All test data points:

6e/2 - 102,329 N-0. 39

(2) CS data points only:

6e/ 2 - 147,991 N-0 .47

(3) SS data points only:

6e/2 - 72,444 N- 0 .3 2

Langer's equation:

where Sa - E/4VN Loge[100/(100 RA)] + Se
Sa Pseudo alternating stressE Elastic modulus
N Cycles to failure
RA =Reduction in area
Se  Endurance limit

along with the least square fit of the test data is plotted
in Figure 11. Agreement of ths test data with Langer's
equation oa poor. Langer's equation over redicts the
fatigue life of wflded piGe. The reason for the poor
agreement is due in part to the fact that the welded pipes
have lower fatigue life than plain pTipes. Another source of
the poor agreement could be due to incorrect RA values used
in Langer's equation. The RA values (SS:RA - 69%, CS:RA -
65%) used were obtained from the non-standard test coupons
machined from the pipe specimens.
The fatiaue data developed in this investigation was compared
to dato from two other studies: a study by. the General
Electric Company in San Jose by Heald and Kis (4).
A study conducted in France by the Commissariat a L' Energy
Atomique (5 6 7) and Cyclic strain data developed in France
was provisea 6y Dennis Acker and was compared to cyclic
strain data developed in this study. This comparison is
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presented on Figure 10. As seen on this graph the data
agrees well with measurements from this test program.

In the other comparison, cyclic stress data developed by
Heald and Kiss (4) was compared to the data of this study.
This GE test program included girth butt-welded carbon steel
and stainless steel pipes, elbows and tees. Only the pipe
data are used in this comparison. In Reference (4), the peak
range stress, S, and the alternating stress amplitude, Sal,
are calculated prom the following equations:

S d = KIC16PTDo/2t + K2C2 6MDo/21and
Salt = KeSp

For straight pipe without flush welds,

and K 1.2and
K2  1.8

The value of the factor, K , is stress dependent and listed
Table 3 of Reference 8. OR Figure 11, data of Heald is
compared to the data of this test program which includes the
constants K and K . On Figure 11, the nominal stresses from
the three uApressuized room temperature carbon steel pipe
specimons, btained S,.. by dividing by K2 which is 1.9, are
plotted with the nomiRa stress data from this study. As
seen from these two comparisons these data of Heald and Kiss
agree more closely with the least squares fit line from data
from this investigation than with Markl's equation. It was
concluded by Heald and Kiss "that the applicable ASME Section
III Code rules for low cycle fatigue are adequately
conservative".

From these comparisons, it is concluded that data from this
test program agree with that obtained from two other
invest igations.

Failure Loocation: All tested pipe specimens failed by
developing circumferential cracks in the weld region
(Figures and 4). Almost all fatigue cracks in the carbon
steel specimens occurred in the junction of the heat
affected zone to the base metal where cracks developed on
the inside surface and propagated to the outside surface.
It was concluded that the cracks started at the inside edge
because no crack was observed during testing until failure
occurred in the carbon steel pipes. The cracks allowed
water to rapidly lead from the pipe. Also from destructive
examination of the pipe, the cracks on the inside of the
pipe were found to be longer than the outside cracks. On
the other hand, cracks in the stainless steel pipe could be
observed on the outside of the pipe before leaking occurred.
The cracks in the carbon steel specimens were located about
12mm from the center of the weld bead. An exception to this
behavior occurred in specimens 10 and 12 where %he cracks
occurred at the weld edge. Specimen 10 was slightly
undercut at the weld joint while misalgnment of the welded
pipe segments in specimen 12 is beliaved to have caused the
difference in failure behavior. This result is quite
different from that observed by Markl. In Marklrs tests,
"cracksy (in welded pipe) predominantly were located at the
edge of the weld were stresses exceeding the yield strength
were applied and at the center of the weld when strerses
below the yield strength were applied or the weld overlay
had been ground off (1)) Fatigue cracks in the stainless
steel pipe specimens occurred at the weld edge where the
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cracks started on the outside and ropagated to the inside.No failures occurred in the weld Jtse f in either the carbon

or stainless steel 1 ipe. A summary of pipe failure location
is presented in Tab e 2.

Tensile Testes Tensile tests were performed on 8 test
coupons machined from the tested pipe specimens. The test
coupons include 4 unwelded specimens cut from different
tipes and four specimens cut from welded pipe. In each case

tere were two cut from carbon steel pipes and two from 304
stainless steel pipes. The plain test coupons were machined
from the pipe ends along the neutral axis. The welded
specimens were machined from the weld region and the weld
was located in the specimen center. The specimens
dimensions are shown in Reference 5. Flat grips were used

4 to hold the test coupons in the tensile testing machine. An
extensometer with 1.0 3..h gage length and 0.2 inch range
was used to obtain sty.ess-strain curves. The extensometer
was placed in the certer of the test coupon where the weld
was located. The one inch extensometer gage length covers a
region that includes the weld material and the base material
and therefore the measurement reflects the strength of the
weld joint and not the weld material alone.

None of the welded test specimens fractured in the weld
region where fatigue failures of the pipe specimens
occurred. Failure occurred in the base metal away from the
heat affected zone of the weld. The stress-strain curves
generated are shown in Reference 5. These figures show
igher yield and ultimate strengths in the weld region than

in the base material in both the carbon steel and stainless
steel specimens. However, the increase in yield strength is
smaller in the stainless 3teel specimens than in the carbon
steel specimens. A summary of the tensile test results is
shown in Table 3. The ultimate strength reported for the
weld specimens is that of the base material since failures
did not occur in the weld or heat affected zone of the base
metal.

HardnesP Tests: Rockwell hardness tests using scale A were
performed on the failed pipe specimens in the weld region at
0.10 inch increments starting from the weld edge. Scale A
is based on the diamond brale and a 60Kg load rather than
the 150K9 load used in the "C" scale. the test was an
attempt to correlate possible changes in the hardness due to
the heat from welding with the fatigue failures. However, no
statistically significant change in hardness was observed.
Averaae results from the Rockwell hardness tests using the
brale-with 60Kg preload were as follows:

Carbon Steel: Ra - 42
Stainless Steel: Ra 48

Metallurgical Zx.mination; Carbon $teal 8peoimenst The
macroscopic failures observed in the carbon steel pipes wereof two types:

Type A: Cracking at a distance of 0.5% (12mm) from
the center of the weld bead at the pipe of
the heat affected zone (HAZ) of the CS pipe.

Type B: Cracking immediately adjacent to the weld i
bead (about 2 mm from the center of the weld
bead) in the SS pipe.

he failures can be rationalized by an examination of

ntrinsic microstructural featyres of the cyclically
deformed pipes. This examination was performed at certain
specific locations of the pipe.
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Samples for metallographic observation were cut from the two
low cycle fatigue (LCF) tested carbon steel pipes. Small
sections taken perpendicular to the longitudinal ax's of the
pipe, about two inches on either side of the weld bead, were
cut from the failed pipe. The resultant section was a small
cylinder measuring four inches in axial length and
containing the weld bead at its center. The cylinder was
sectioned again along the longitudinal axis to yield a
specimen having a semi-circular cross-section. The circular
convex surface of the piece was ground flat along its length
with the aid of grinding. Two such samples (A and B) were
carefully made from the cyclically deformed carbon steel
pipes:

SAMPLE A: had a fatigue crack located 2mm from the weld
bead.

SAMPLE B: had a fatigue crack located 12mm from the weld
bead.

The samples A and B were mechanically ground using 240, 320,
400 and 600 grit silicon carbide paper with water as a
lubrication, and then mechanically polished using 5 micron
and 1 micron alumna powder mixed in distilled water. The
tolished samples were etched using NITAL reagent to reveale grain boundaries and grain morphology. The etched8hecimens were observed in an optical microscope and the

mlcrostructure photographed using standard bright field
technique.

Figures 12 and 13 are typical micrographs taken in the
parent metal and at the end of the heat affected zone at the
site of cracking, respectively. Inclusions (probably
carbide precipitation) at the end of the heat affected zone
are large compared to the parent metal or weld metal (Figure
14). The weld region itself had a fine grain sized
microstructure. The carbon steel base material was
comprised of predominantly large grains in the
microstructure (Figure 13).

Inclusions (not identified in this study) were found located
at and along the grain boundaries at 12mm from the center of
the weld (Figure 13). On account of their intrinsic
brittleness the inclusions (particles) crack when the local
stress concentration exceeds the strength of the inclusion.
During cyclic deformation progressive build-up of
dislocations at the inclusion-matrix Interface causes
localization of strain. The resultant stress or strain
concentration ruptures the brittle inclusion thereby
initiating a microscopic crack which leads to fatigue
failure. The microstructure of the material adjacent to the
fatigue crack reveals extensive deformation to have occurred
during fatigue testing.

Metallurgical Xxaination; Stainless Steel specimen: Failure
of the cyclically deformed stainless steel butt welded pipes
was consistent with failure occurring at the intersection of
the weld bead and the parent material (immediately adjacent
to the weld bead). The failed regions comprised of multiple
microcracks parallel to the weld bead.

A representative failed specimen was chosen and a sample for
metVallographic observation chosen such that it contained the
weld bead and about 2" on either side of the weld. The
sample was mechanically ground using 240 320, 400 and 600
grit silicon carbide paper and water as lubricant and then
mechanically polished using 5 micron and 1 micron alumna
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powder dissolved in distilled water. The polished specimens
were etched using a solution mixture comprising of 1b ml of
nitric acid, 15 ml of hydrochloric acid, 10 ml of acetic
acid and 5 ml of glycerol.

Representative micrograghs of the stainless steel specimen
are shown in Reference 5. The microstructure of the weld
metal reveals a dendritically cored structure comprising of
large area of ferrite and small quantities of precipitated
carbide in an austentic matrix. The observed dendritic
coring is characteristic of rapidly frozen austentic metal.
The microstructure at the intersection of the weld metal and
the parent material is shown in Reference 5. Crack
initiation was observed to occur at the interface. During
welding the heat generated into the surrounding metal has an
influence on the microstructure, that is, the precipitation
of particles. The particles have a near-spherical
morphology and are most likely the carbides though no
attempt was made i' this study to identify their
composition. The growth or propagation of the fatigue crack
through the heat affected zone was observed in the
micrographs.

Conclusion and Recomumendations: Fatigue data from 12 A53
Type F carbon steel butt-welded specimens and 6 seamless
type 304 SS butt-welded pipe specimens in the low cycle
range (150 to 1,200 cycles) were obtain from a 4 point bend
test apparatus. In addition, three plain pipe control
specimens and one stainless steel pipe specimen . Data were
plotted as strain amplitude versus cycles to failure and
stress amplitude versus cycles to failure. Stresses were
calculatea using methods of Markl. The stress amplitude
data of the carbon steel pipe consistently fell well above
the Markl equation (Figure 10).

Markl's data covered the range from 2,000 cycles to 4 by 107
cycles. Equations fitted to this data were'extended to the
low cycle range for this comparison. Markl's equations were
found to be very conservative.

Failures in the butt-welded carbon steel pipe specimens in
Markl's data occurred either adjacent to the welds or in the
weld metal itself. In this tesa data most failures
occurred at the end of the heat affect zone of the parent
metal about 12 mm from the center of the butt weld. Two
failures occurred adjacent to the welds. These failures
could be explained by geometric stress concentration effects
at the weld. There were no failures in the weld metal.

Strains measured in the heat affected zone of the weld were
consistently below strains measured on the unaffected parent
metal in both the carbon steel and stainless steel
specimens. The yield and ultimate strength of both the weld
metal and heat a fected zone of the parent metal appeared to
exceed the strength of the parent metal away from weld.
This trend was also observes in the tensile test specimens.

The fatigue strength of the SS butt welded pipe exceeded
that of the CS.

Data obtained in this test series agreed with data from the
General Electric Company and with data from Commissariat a
L'Energie Atomique instut de Recherche Technologique,
Department des Etudes Mechaniques et Thermiques, France.
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A 54.0 IN.

27.0 IN. - 19 III.

Figure 2. Tert Specimen Geometry

(a) Inside

(a) outside

Figure 3. Inside and outside photoqraphs of a
typical carbon stee) pipe butt weld.
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(a) Inside

(4) Outside

Figure 4. inside ana outside photographs of atypical stainless steel pipe boltt
weld.
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FATIGUE RESULTS Or BUTT WELDED PIPE5

SPEC. DISCRXPVTON DISPL. STRESS* STRANW CYCLES
NO. AJP. AMP. AMP.

1 CS - CONTROL 1.70 186318 0.009250 523

2 CS - CONTROL 2.50 282300 0.013400 285

3 CS - WELOFO 1.70 191964 0.010270 249

4 CS - WELDED 1.50 169380 0.010100 304

5 CS - WELDED 1.20 135504 0.008300 615

6 CS - WELDED 2.30 259716 0.014720 155

7 CS - W=LDED 1.05 118566 0.006530 836

8 CS - WELDED 1.30 146796 0.008480 461

9 CS - WELDED 1.1 124212 0.007800 786

10 CS - WELDED 1.40 158088 0.009170 386

11 CS - WELDED 2.50 282300 0.015640 183

12 CS - WELDED 1.90 214548 0.010680 202

13 CS - WELDED 1.00 112920 0.06230 708

14 CS - WELDED 0.90 101628 0.005800 791

15 SS - CONTROL 1.75 184861 0.009300 751

16 SS - WELDED 1.75 184861 0.009535 596

17 SS - WELDED 2.50 264087 0.013200 195

18 SS - WELDED 1.40 147889 0.007830 1224

19 SS - WELDED 2.00 211269 0.010730 478

20 SS - WELDED 2.25 237678 0.012560 311

21 SS - WELDED 1.60 169015 0.008510 673

* Stress is calculated from the ordinary beam formula ( S - NC/I
where H is calculated from straight line extrapolation of the
linear portion of load-displacement calibration curve.

CS - A53 Type F Carbon Steel

88 - 304 Grade 312 Stainless Steel
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Figure 5. Load versus Displacement for Carbon
Steel Specimen 9.
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Figure 6. Load versus Displacement tar Carbon
Steel Specimen 14 with Fast Loading.
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Figure 7. Strain Amplitude versus Cycles to
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Figure 13. Microstructure of Carbon Steel Pipe
Specimen 3 (500x) in the heat
affected zone in the region of the
fatigue crack.

Figure 14. Nicrostructure of the carbon steel
weld metal of Specimen 12 (500x).
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ZR3TZGXTZON OF $ AVZTATZON-BROSZON 07 VARZOUI ALLOYS
AS A I2&ZI FOR CO OZTZON NONXTORZtU OF MD 4AULZC PUMPS

Wehrwiasnschaftliches Institut fur Materialuntersuchungen
Erding, Germany

Naval Surface Warfare Center
Annapolis, MD 21402-5067

Abstracti Hydraulic pumps taken from several modern jet engines showeddamage of the rotors due to cavitation-erosion. An investigation was j
conducted to determine the sensitivity of various materials to
cavitation-erosion and to characterize and quantify the resulting
damage. The materials utilized in this study were R-Cu, CuZn39PbO.5,AlChu I2, Ti6AI4V, St37-2k, 9MnVS, and X5CxilG-_. Tha pilmary 4 "ectlve
of the study is to characterize the macro and microscopic appearance and
degree of cavitation-erosion damage that occurred on aircraft hydraulic
pump components in service and on test specimens utilizing an ultra
sonic vibration test (USVT) in a fluid containing a corrosion inhibitor.
Particlms found in the USVT fluid were also examined and characterized. I
The ultimate goal of this study is to develop a methodology for
monitoring the onset and progression of cavitation damage on hydraulic
pump components in service from the size, shape and morphology of damage
on metallic particles found in hydraulic fluid.
In addition, cavitation-erosion results are compared for two different
test methods and fluids; the USVT and a High Velocity Seawater Flow Test
(HVSFT). The two tests were conducted totally independent of each other
at different times and locations. The USVT is of relatively short
duration (several hours), while the HVSFT is conducted over a longer
time period (30-days). In this study specimens were exposed in the USVT
for various time periods (up to 300 minutes) in water treated with
potassium dichromate. In the HVSFT, specimens were exposed for 30 days
to high-velocity (120 ft/s) sea water flow.
Samples from the USVT were evaluated utilizing weight loss, surface
roughness and optical and scanning electron microscopy. The macroscopic
and microscopic appearance of cavitation damage was characterized for
each material used in the ultrasound test. In addition, particles from
the residue which remained in the test bath of the USVT were examined to
characterize the size, shape and damage profile with respect to alloy
and test duration.
The samples exposed in the HVSFT were analyzed using weight loss,
maximum depth of attack and scanning electron microscopy. In those
instances where the same alloy was exposed in both tests, comparisons
were made of the appearance of the resulting cavitation damage. It was
shown, that the two tests produced significant differences in the
apeaance and degree of degradation on samples of the same type of

Key Wordst Cavitation-erosion; condition monitoring; high velocity
seawater cavitation; hydraulic pump; sem structure; ultra sonic
cavitation

Zntroductions The time and material dependent degree of degradation due
to cavitation-erosion as a result of various sample exposures can be
&.Lmulated, stu4died and evaluated through numerous test methods. Usually,
the objective of such studies is to find a relationship between degree
of cavitation damage and varying exposure times and conditions after
giving due consideration to all other possible physical and chemical
variables. In this investigation, three damaged hydraulic pump rotors
from different jet engines were investigated with respect to cavitation-
erosion. Remedial maintenance was deemed essential after a loss of oil
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pressure was experienced during a flight mission. After disassembling
the pumps it was found that the rotor housings were damaged by fra(ture
at the overf low canals (Figures 1, 2, 3 and 4). Cavitation damage ofthe
hydraulic pump is a serious problem Rince complete loss of oil pressure
would rsult in failure of all hydraulic actuated systems including
aileroneVti wanqc and landiig gear. At present the condition ,of hydraulic
systems components of Jet engines is not routinely monitored.

The primary objective of this study'was to characterize aud eom~aro tho
appearance and degree of cavitation.erosion damage that occurred on the
hydraulic pump rotors to that which occurred on specimens tested in an
Ultra Sonic Vibration Test (WSVT) in a fluid containing a corrosion
inhibitor. The macro and micro&copic appearance of cavitation damage has
been described for several different alloys using the U3VT. The
appearance of wear particl"e found in the TIOVT fluid was also
characterized. Comparison of the macro and microscopic size and
appearance of cavitation damage on spitcimenv and particles from the USVT
to the appearance of cavitation damage on aircraft hydraulic pump

'components iand cavitation, particles founrd in aircraft hydraulic fluid
form the basis for a method of monicing f or, cavitation. damage of
hydraulic system components while in-service. The ultimate goal of this
study is to develop a methodology for monitoring the initiation and~progression of cavitation damage on aircraft hydraulic pump components
from th4 size, shape and damage profile of metallic particles found in

; aircraft hydraulic fluid.

A secondary objective was to compare the appearance of cavitation-
erosion damage resulting from two different test methods and fluids; the
USVT anda High Velocity Seawater Flow Test (HVSFT). The two tests were
conducted totally independent of each other at different times and
locations. The USVT is conducted for a relatively short duration (up to
8 hours), while the RVSFT is conducted over a considerably longer time
period. In this study specimens were exposed in the USVT for various
time periods in water treated with potassium dichromate. In the HVSFT,

* specimens were exposed for 30 days to high-velocity (120 ft/s) sea water
flow.

Materials and Experimental Conditions: The materials and test conditions
for aircraft hydraulic pump components, the USVT and the HVSFT are
provided:

Hydraulic Pumn Rotors: The damaged hydraulic pumps failed after 11, 96
and 133 hours of operation. The rotors were manufactured from a copper-
zinc-lead alloy CuZn39PbO.5 (equivalent to ASTM B30). The operating
pressure of the pumps is up to 270 bar at 6,000 revolutions/min. The
influence of other variables such as hydraulic oil pollution, air and
water in hydraulic oil, temperature and system oil pressure on
cavitation-erosion has already been investigated and therefore was not
included in this study [11 . The rotors were disassembled and cut near
the cavitation-erosion areas. The surface roughness (Rt) was measured on
the rotor with the lowest hours of operation (11 hours); the average
value was i0m.

Ultra Sonic Vibration Test (USVT) Samples: The faces of the USVT
cavitation-erosion samples were ground and polished. Their surface
roughnCss (R,) measured 0.28,um to 0.9SIAm (as shown in Table 1). Testing
of the samples was conducted in accordance with the FVV-procedure,
Section R 433, 1986, in which a testing frequency of 20kHz, amplitude of
40#m, atmospheric pressure and a water teVmerature of SS°C is specified
(2]. Depending on the alloy and the measured weight losses, the samples
were periodically removed from the testing apparatus and evaluated
utilizing the S31. After completion of the test, surface roughness and
weight loss were measured again, Metallographic evaluations on
longitudinal sample sections followed.
Cylindrical samples (15 x IS mm, Figure 5) were used in the USVT and
were produced from the following alloys: E-Cu (Cl 1000), CuZn39PbO.S
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(ASTM 930), AlCuMg2 (ISO P209), Ti46A4V (MIL-T-81915), St 37-2K (AISI
CI006), 90MnV 8 (AISI 02), and X 5 CrNi 18 9 (AISI 304).

Hiah Velocity SeawatekFlog Test (HVSFT) Soecimens: Specimens utilized
in the HVSFT were flat with a rectangular cross-section having the
dimensions 25 x 4 x 139 mm, Figure 6. The surfaces of the flat specimens
were prepared with surface roughness of R,-2.9m. The seawater flow had
a velocity of 117 to 125 ft/s (35.66.to 37.79 m/s), temperature of 00C

And pressure of 93.9 to 94 psig.(6.473 to 6.480 bar). After the,720 h%;Ur
long testthe-weigrt l6aseo and maximum depth of cavitation attack were
measured. The, alloys used in tha HVS'T included: Ti6Al2CblTa0.SMo,
Ti6Al2CblTa0,5Mo, Ti6Al4V, TiMA2ICblTa, Ti7Al2CbITaQ.75Pd, andTi AI2.5MO.
For this study, only the Ti6Al4V and the Ti7Al2CblTa samples were

cubjscted to further evaluation.

Results-General Comments: The USVT and HVSFT were completely independent
investigations conducted at different times and locations. While the
test methods, fluid mediums and specimen geometries were different, a
few of the alloys tested were the same. A detailed examination of the
cavitation damage due to test dependent variables were taken into
consideration during the evaluation of the damage profiles.

The USY? is a recirculated (closed circuit) system utilizing tap water
and a corrosion inhibitor as the fluid medium and therefore there is
little or no influence of corrosion on the resulting cavitation-erosion
damage. The energy due to the ultrasound and water is directed
perpendicular to the surface of specimen. The HVSFT is a once-through
(open circuit) system utilizing natural seawater as the fluid medium and
thus there is also a corrosion factor involved in the resulting
cavitation-erosion damage [3,4,5]. The seawater flow is parallel to the
surface of the specimen and cavitating conditions are created due to a
hole in the specimen surface. Since both the direction of flow and the
tluid medium are substantially different in these two tests, the
appearance of the resulting cavitation damage was examined to delineate
similarities and/or differences.

Hydraulic Pump Rotors-Visual and SZN Examinations: The damaged areas
near the overflow canals of the hydraulic pumps had the same appearance
(Figures 4 and 7). The appearance of the damage was characteristic of
cavitation-erosion attack. The pump rotors showed cavitated/eroded areas
different in size corresponding to the hours of operation (0.2 x 0.2 mm
after 11 hours, 0.8 x o.3 mm after 96 hours and 1.0 x 0.4 mm after 133
hours) . The damage near the pump surface was the result of plastic
deformation of the ductile metal (Figure 8). As the damage progressed,
the stress resulting from the cavitation-erosion caused cracks (Figure
9). There was no evidence of corrosion associated with the cavitation-
erosion attack of the pump rotors.

U8VT 3paeimens-Visual and SEN Rxaminationst A description of the macro
and microscopic appearance of the cavitation damage on each alloy
follows:

E-Cu (Pure Elactrolvtic Copper-Cl 1000): The sample surface was
plastically deformed, cracked and porous after only 5 minutes of
exposure. An outline of the grains was distinguishable in the forming
tears, but was partially obscured by the build-up of matorial and voids
created by the cavitation attack. kfter 10 minutes, the damage profile
was characterized by deep, hollow cavities and irregular, broad cracks.
After 30 minutes, the exposed area was almost entirely destroyed and
marked by deep crevices and cavities. After approximately 60 to 90
minutes, the rosette shaped surface regions showed no significant

- characteristics which could be related to the matrix. After the first
few minutes of vibration exposure of the sample, it could not be
conclusively determined when and from which location the initial
particles "broke free"
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CuZn39PbO.5 Ij TM B30): After 5 minutes, the sample surface displayed
the grain structure of the material. The grains were made visible as a
result of grain-boundary attack, in the shape of fine ridges and holes.
After 10 minutes, the deformation of many alpha-polycrystals was
apparent. Less deformed alpha-grains exhibited extensive slip bands and
seems of small needle-like holes. The grain-boundaries were "built-up"
and exhibited ridges and curvature, as well as small, mostly
intergranular cracks. Only a few beta-grains wete able to withstand an
exposure of 30 minutes. The matrix was cracked and most grains were
exposed and msively damaged. After an exposure time of 90 minutes,
cracks, holes, and totally deformed alpha- and beta-grains characterized
the damage profile. Figure 10 show: the degree ot degradation of the
Cu~n39Pb0,$ sample after an exposure time of 90 minutes.

AIlCuMa2 (150 P 209): The age hardenable Al-alloy exhibited a relatively
even damage profile after an 80 minute exposure. The 9rains, due to the
type of matrix, were plastically deformed to such a degree tha..,. under''
visaal, examination, the damaged region appeared to have a wavy
structure. Scmmnig Blectron microscopy revealed continuous, crater-
like, and plastlcally deformed regions, due to the deep oavAtation
attack, Often, micro-cr~oks and massively; deformed protruding, material
resembling "ridges" were visible. Specific phases were separated from
the Al-matrix and these locations appeared as holes or pores.

iJ; (ILT-91915): The sampleprepared from this material proved to
be relatively resistant to the cavitation erosion attack. After 80
minutes of exposure, the sample exhibited a fissured surface with
numerous protuberances (Figure 11). Both the alpha-grains and beta-
grains were "grooved" by the exposure impacts and were occasionally
interspersed with fine cracks. The increased resistance to cavitation-
erosion damage may be related to the spontaneously formimg and tenacious
oxide film that forms on Ti and its alloys.

St 37-2K (AISI C 1006): This sample was removed from the apparatus after
30 minutes. The exposed surface contained intergranular as well as
transgranular discontinuities in the metal matrix. After 300 minutes,
the grain boundaries exhibited massive damage resulting in exposed
grains, intergranular cracks, as well as transgranular discontinuities.
Locally, grains exhibited regular flow-patterns. Craters, undulatinns,
and porosity further characterized the damage profile.

90Mn VS '(AISI 02): After 300 minutes, the damaged region could be
described as "bumpy", porous, cracked and deformed. in several
locations, carbides and channel-like structures could be observed.
Nonetheless, the damaged area did seem relatively flat,

A.L.CML11-L.2Z1.I 3 . Cavitation erosion attack was noticeable after
only 6 minutes via slip bands, extrusions and depressions. After 10
minutes of exposure the damage was clearly visible. The varying degrees
of damage found from one grain to the next leads to the conclusion that
the austenitic matrix, depending on grain orientation with respect to
the exposed sample surface, has a decisive impact on the propagation of
the damage. After 105 minutes, the grain boundaries were broadened, the
grains exposed and plastically deformed.

3VFT Specoans-Visual and 83 zmainationo The cavitation erosion
damage in the high velocity seawater flow test was unexpectedly high for
the TiAL14V and T17Al2CblTa alloys. The samples exhibited massive damage
in the cavitation-erosion region on the parallel faces. The sample ends
and side walls of the specimens 'were also found to contain damage
believed to be due to fretting and/or crevice corrosion. This extraneous
attack is the result of the combined effects of specimen mounting
technique and specimen vibration caused by the cavitating conditions.

Varying types of structures could be observed in the cavitation/erosion
damaged region of the TiGA14V sample (Figure 12). Bxposed grains, micro-
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cracks, and plastically deformed matrix components were observed, as
were "washed-out" structures and grooves. All of these features are
indicative of A cavitation-eroion mechanism, and characterized the
damage profile. Similar structures were found inthe TiAl7Cb2Tal sample.

.,Visual examination of the other Ti alloy samples included in the HVSFT
revealed-a similar appearance in the cavitation-erosion damaged regions.

iHydraulic Pump' Rotors- Kicrostructure and Hardneze Rvaluationss
Metallographic examination of the brass pump rotors indicated they were
manufactured as wrought products by hot forming. and machining. The
microstrlucture showed segregated alpha-mixed crystals, spheroidal beta-
-I.'xed crystals and intermediate Mn-Si segrotgationi which is considered
typical for this type of alloy Caiitation-erosion attack followed along
grain boundaries and. i eaoiq ds (iigari 13Y Brinell hardness (HB)
mneasurements W ,taker ,:'a' .'ver~o cross sections'. The average of

Uh t r mt was lSO HE. ~t~ThoiAterial specifiuation (WL 2.0372 or
As':N requires the hardness,,of the icaterial tO be 133 to 214 HS.
The resite were all within, specification requiremets.

tSVT Samples-Microstructure and Hardness Rvaluations: Hardness
measurements and a description of the microstructural features obtained
by metallographic examination are provided for each alloy-

8-g The, microstructure of the E-Cu sample consisted of alpha-
polycrystals. Isolated Cu2O inclusions were also present. Plastically
deformed grains were, clearly evident on a longitudinal micro. The
cavities caused by the cavit;ation-erosion exposure sporadically reached
a depth of 90 m. There was no apparent relationship between the
degradation and grain size, orientation and grain boundaries. The
hardness of the sample was measured to be 95 HB.

C: The brass sample consisted of alpha/beta-polyorystals
surrounded by lead islands. The microstructure displayed intergranular
and transgranular damage. Matrix decomposition could be observed (Figure
14); and in several locations, the propagation of tears between lead
islands was apparent. The hardness of the material was measured to be
130 HB.

&jCuaM: The heat treated AlCu2Mg alloy contained Al2Cu, MgSi, Al2CUMg
and/or AlCuj particles in addition to the Al-polycrystals. The
cavitation-erosion attack occurred parallel to the direction of grain
elongation and reached a depth of 60jm, The propagating material damage
could be recognized primarily as fine tears along sub-grain boundaries.
The hardness of the alloy was found to be 138 HS.

TiA16V4: The TiAl6V4 alloy consisted of a microstructure containing
alpha- and transformed beta-grains (Figure 15). The areas of the metal
sample that were highly deformed due to the cavitation attack displayed
discontinuities that were parallel to the surface and often
intergranular. Significant differences between the alpha and beta
grains were not apparent. The alloy had a measured hardness of 309 HS.

t The microstructure of the St 37-2K sample consisted o
f tfearlite and some degenerated pearlite. The discontinuities in
the mtrix was primarily intergranular in the ferrite. A material
removal depth of 170#am was measured in the cavitation damaged region.
The alloy hardness was measured at 13 US.

2Q nVL. The microstruoture of the 90 t4nV S saole coasisted of a
ferrite matrix which contained oqagulated carbides. The discontinuities
(cracking) in the material was found to be both intergranular and
transgranular in nature. Anticipated creaking along the carbides
contained in the ferrite matrix was not apparent. m axigam depth of
attack measured in the cavitation damaged region was loom. The alloy had S
a hardness of 204 Ub.
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S CrNi 189: The hot worked austenitic matrix of the highly alloyed
steel X S rNi 18 9 consisted of a gamma matrix (A3TM grain size of 2)
containing fine carbide stringers. The relatively rough gamma matrix
coiltained fine cracks. A correlation between the crack direction and the
carbide stringers could not be found. Depth of attack in the region of
cavitation was very shallow and measured approximately 10 Am. Thealloy's hardness was found to be 209 HB.

HVSFT Specimens-Microstructure and Hardness Evaluations: Metallographic
examination was performed on transverse and longitudinal sections of the
Ti6Al4V and Ti7Al2CblTa HVSFT specimens that contained both undamaged
and cavitation damaged surface areas. The Ti6Al4V specimen was examined
in detail to facilitate comparison to the Ti6Al4V specimen used in the
USVT. The attacked surface areas exhibited grooves shown in Figure 16,
with evidence of coring that would be expected in this alloy in this
condition. In the damaged areas of the specimen, severe distortion of
the a-structure could be observed. The appearance of distortion in the
microstructure is typical for a plastically de.ormed material. Thehardness of Ti6Al4V was found to be 276 HB.

Residue Analysis-UVT: The particles which were separated from the USVT
samples were removed from the test bath and were identified using
scanning electron microscopy and energy dispersive x-ray microanalysis
(EDXRM). Figures 17 and 18 show size and shape of representative
particles. All particles exhibited an irregular shape with rounded
corners and deformed regions. Differences in particle size and shape
were clearly related to the specific alloy and exposure time. Attached
to the "large" particles were smaller particles of varying sizes,
different chemical compositions and structural appearance. Further
analysis showed t hat these smaller attached particles consisted of
material which had separated from the other alloys tested. Macroscopic
and microscopic characterization of particles produced by cavitation-
erosion attack with respect to material type, damage morphology,
exposure time and degree of attack provide the basis for establishing a
procedure for condition monitoring of hydraulic pumps.

Roughness Neasurements: The results obtained from the surface roughness
measurements of the USVT samples are shown in Table 1. The establishment
of a relationship between roughness measurements and previously
discussed results (SEM, metallography and residue analysis) was partly
successful. The TiGAI4V and X 5 CrNi ls 9 USVT samples showed a
consistent relationship between roughness and hardness. The relatively
high hardness and closely associated microstructure of these materials
provided better resistance against cavitation-erosion damage.
Homogeneous fine grain microstructural areas displayed more resistance
to cavitation attack thars heterogeneous areas containing imperfections
such as pores, micro-cracks and grain boundary defects. For all samples,
the depth of roughness incrt ased with increasing length of exposure, for
some samples significantly tsee Table 1).

Two TiGA14V samples from the HVSFT wore selected for roughness
measurements and the results are shown in Table 5 along with the
roughness measurements on the TiGA14V USVT specimens. Although the total
roughness measured on TiSA14V is much greater in the WVSFT, the
calculated rate of roughness increase was actually lower than the
calculated vate of roughness increase for the USVT. Assuming a linear
rate of increase in roughness, only 0.39pm would have occurred in one
hour for the Ti6AL4V KVS specimens. By comparison, the rate of
roughness increase for the Ti6Al4V USVT specimens was almost an order

* of mAknitude higher at 3.46#m/hour. For the Cu~n39PbO.5 alloy, the rate
of roughness increase as a pump rotor was 0. Opm/hour, while the rate of
increase for this alloy in the USVT was 7pm/hour. The influence of the
different flow patterns, angle of impact and other variables on
cavitation-erosion results is evident but difficult to quantify.
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Weight Lose Measurements: Table 2 lists the weight loss measurementr for
the USVT samples. It is apparent that, when compared to the remaining
samples, alloys E-Cu and CuZn39PbO.5 experienced significant weight loss
after only a short time. Sample St 37-2K exhibited erratic behavior,
showing a decreasing rate of weight loss after three hours of exposure
followed by an increasing rate once again. This behavior may have been
the result of absorption of water into cavities caused by the cavitation
damage. The samples of alloys AlCui-g92 , Ti6Al4V and 9C MnV 8 exhibited a
nearly constant rate of weight loss. The cavitation-erosion attack in
the USVT for the CuZn39PbO.5 and TiSAl4V specimens versus weijht loss
and time is shown in Table 3.

The weight loss rates of all of all of the Ti Alloys included in the
HVSFT are shown in Table 4. The incubation time and the cavitation-
erosion which followed showed differences between the various alloys
tested. In the HVFFT, h- artual velocity and the angle of impact of the
cavitation "bubble" are not known. Consequently the HVSFT results cannot
be directly compared to results from the USVT. Nevertheless, at least I
for Titanium alloys, it appears that a normal component of impact (of
the cavitation "bubble") such as occurs in the USVT is a more
significant factor than the high seawater flow rate of the HVSFT. Thus
in the USVT, the Ti6AI4V specimen showed a weight loss rate of
1.8mg/hour; while in the HVSFT the same alloy showed a weight loss rate
of only 0.18 mg/hour.

Conclusions: Based on evaluation of the cavitation damage profiles of
the various alloys tested, comparisons of two types of cavitation-
erosion tests and the various analytical procedures used in this study;
the following conclusions are drawn:

The Ti-based alloys were relatively resistant to cavitation-erosion
damage in both USVT and HVSFT exposures.

The rate of weight loss for the Ti6AL4V alloy in the ultra sonic
vibration test was higher than that which occurred in the HVSFT.

The USVT is a more controlled and quantifiable test method for
evaluating cavitaion-erosion than the HVSFT.

The dissimilar appearance of the damage profiles on the Ti6Al4V alloy
tested in both the USVT and HV8FT reflect the substantial differences
between the two test methods.

The damage profiles obtained in the USVT were not complicated by
corrosion and erosion variables that are inherent in the WJBFT.

The USVT resulted in degradation profiles on samples that can be related
to cavitation damage occurring on aircraft hydraulic pump components.
Evaluation of particles from the residue of the closed circuit USV-tests

permitted material identification based on energy dispesive x-ray
microanalysis and the macroscopic and microscopic appearance of the
damage profiles.

The results of this study provide a basis for establishing a procedure
for condition monitoring of aircraft hydraulic pump coonents.

Reeeanmedatins In comparing the two cavitafion-erosion teats, analysis

of the WIVlPT was limited to results obtained on Ti alloys. The
cavitation-ero ion behavior of other stals such as brasses and bronses,I
copper-nickel alloy", Ni-base alloys and stainless steels is also of
interest. A joint program between (WK&MC, Annapolis 6D, UA and KMN,
rding, Germany tu characterize the behavior of a broad range of

materials using the two tests would be of mutual benefit.
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Correlation of the damage due to cavitation and weight loss rate

Weight lose rate (CuU39101bO.5. TIA14V and TIAIGV4)

Weight loss rate [mg/la min]
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Table 5

Hardness, Roughness and Microstructural Features of
USVT Samples and HVSF Specimen

Material Hardness Roughness beforc Microstructural features
[HBI and after test/ near the surface due to

damage [p m] cavitation -erosion

Hydraulic pump rotor 150 0,9/10 [11 hours] Attack followed grain
boundaries and lead

CuZn39PbO.5 islands

- USVT-sampics

E-Cu 95 0,5/27 [90 min) deformed grains

CuZn39PbO.5 130 0,65/11 [90 min] attacked grain bounda-
ries and lead islands

AlCuMg2 138 0,95/14 [90 min] damage occurred along
subgrain boundaries

TiAI6V4 30 ,/, 9 i] deformation discontin-I uities along highly
deformed regions

St 37-2k 183 0,28533 [90 min] intergranular attack

90 MnVS8 204 0,55/14 [90 mini cracks along carbides

X5rNi 18 9 209 0,3/6 [90 min] cracks along y - mati

VSIF-speclmcn

Ti6AI4V 276 2,9/203 (720hJ cracks along a - grains

*TiAI6V4 T16Al4V
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dH-ism showing an area in~idp, C1I'SC-up P11. tgriph tros F14,;!
aoverilir anal ipump rotori tho suriacf shows ciacys. Wces

which was dasqedh-i due te, a~a jeiormaiops
cavitation-erosion
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figure 13 20011 kiqure 14 500,1
A pbotosikrograph ot tat pulp Transverse section fro* the Cu-
rotor represents locations of alloy specisens tbe surface in-
cavitation-trosion attack dicates cavitation-erosion da-
Isee arrows: gage due to ultra sonic vibra-

tion

figure 15 50011 ?iqure 1b
Pbotosicrograpt of the TiAlbV ketallographic profile of the
specimen which vas damaged due T16IMO specimen mfter l20hours
to ultra sonic vibration high velocity seawater ilow

figure 1 001figure 18 300011
SI photograph at a Cu-alloy par- SIN Photograph sh1owing fl-alloy
tidle which Vas separated fram particle representative for

the utra asictestbathcavltationetroslan damage
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FRACTOGRAPHY OF ADVANCED STRUCTURAL CERAMICS

Jeffre JSwab
US. Army Research Laboratory - Materials Directorate

405 Arsenal Street
AMSRL-MA-CA

Watertown. MA 02172-0001

George D. Quinn
National Institute of Standards and Technology

t t Cerarnics Division

Building 223, Room A359
Gaithersburg, MD 20899-0001

Abstract: The strength of many brittle ceramic materials reflects the flaws present in the
material and the intrinsic fracture toughness. Interpretation of strength data for nonolithic
or simple ceramic composites which exhibit brittle fracture requires fractographic analysis
irrespective of whether the strength data was obtained for quality control, materials
research and development, or design purposes. This paper discusses the importance of
fractography and recent standardization efforts. It also shows how fractography can be
applied to the development of a material data base and the fracture of prototype ceramic
components.

Key Words: Advanced ceramics; Flaw characterization. Fractography Fracture origins;

Standardization.

Introduction: In recent years processing improvements have significantly enhanced the
mechanical properties and reliability of advanced ceramic materials (i.e., silicon nitride,
silicon carbide, zirconia). Additionally tremicdous strides have been made to standardize
the techniques used to obtain this information. Theqe efforts increase the likelihood that
advarced ceramics will find an avenue into applications such as bearings, heat exchangers,
and gas turbine engines. Unfortunately the improvement in properties and the
development of stardardized testing methods alone will not insure their use in these arenas.
Other information is also necessary including an understanding of the prevalent fhilure
mechanisms in the ceramic as well standardized methods to characterize these as mechanisms.

In brittle ceramic materials fracture commences from a single location which is termed the
fracture origin. The fracture origin consists of 3ome microstructural irregularity which acts
as a stress concentrator. In the parlance of the engineer or scientist, these irregularities are
termed "flaws" or "defects"; they occur in all materials regardless of how well they are
manufactured. This usage should not be construed to mean that the material has been
prepared improperly or is somehow faulty. These irregularities or flaws can develop
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during or after fabrication of the material. Large flaws (relative to the average size of the
microstructural features) such as pores, agglomerates and inclusions are typically
introduced during processing and can (in one sense) be considered intrinsic to the
manufacture. Other flaws can be introduced after fabrication as a result of machining,
handling, impact, wear, oxidation, corrosion and high temperature exposure. These flaws
can be considered extrinsic flaws. However, machining damage will be considered intrinsic
to the manufacture to the extent that machining damage is a natural consequence of
producing a finished specimen or component. It is beyond the scope of this paper to
discuss the source of flaws or their behavior from a fracture mechanics viewpoint.

Overview of MIL HDBK-790: The release of Military Handbook 790 "Fractography and
Characterization of Fracture Origins in Advanced Structural Ceramics" (MIL HDBK-790)
by the Department of Defense in July 1992 marked the most comprehensive effort to date
to standardize the fractographic analysis of ceramic materials, The objectives of MIL
HDBK-790 are two-fold. Firstly it acts as an educational tool for scientist/engineers
venturing into fractography of ceramics for the first time and secondly it provides an
efficient and consistent methodology to locate and characterize fracture origins in this class
of materials for more experienced personnel.

The accurate characterization of fracture origins in advanced structural ceramics is
essential for the comprehensive interpretation of the mechanical property data for design.
It is also important in quality control and materials research and development. MIL
HDBK-790 serves as a bridge between mechanical testing standards and statistical analysis
standards to permit comprehensive interpretation of the data for design, Figure 1.

FRA CTOGRA PII'
-MIL IIANDROK "a0

-A.ST 6 CXXXX

TESTING ST" I A RDS •EIUL STAAIMS
.MIL STANDARD 1943A

-AST1 6101 .Mil,11TANDAIW)XXX,
-CEN EN 50.1 -ASTSICI.19

-TENSION STANDARD?

Figure 1. Relationship of Fractographic Analysis to Mechanical Property
Testing and Statistical Analysis.

The procedures outlined in MIL HDBK-790 are directed at preserving and finding the
primary fracture surface and the strength-limiting flaw. Care must be taken at all titles
even before the mechanical testing of the specimen or component.
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The specimen should be tested to failure in a manner that preserves the primary fracture
surface and the specimen for further reference. Care should be taken during handling and
storage of the specimen to minimize additional damage and/or contamination of the
fracture surface.

A visual inspection (I-1OX) is the first step of the examination. This is done to determine
crack branching patterns, any evidence of abnormal failure patterns (indicative of testing
misalignment), the primary fracture surface, and the location of the mirror and, if possible,
the fracture origin. Subsequent optical examination (10-1 00X) is conducted to locate and,
if possible, characterize the flaw. At this time the specimen surface(s) near the origin
should be examined for evidence of handling or machining damage. If definitive
characterization of the fracture origin can not be made at this point, then the optical
examination is done with the purpose of expediting the Scanning Electron Microscope
(SEM) examination (10-2000X).

It may not be feasible, practical or even necessary to examine all the fracture surfaces with
the SEM. The extent of analysis required will depend upon the following I'actors; 1) The
conduciveness of the material to fractographic analysis. Some coarse-grainea or porous
ceramics will not leave markings that permit flaw characterization. On the other hand,
high strength ( 1 GPa) ceramics will have very small origins which may be diflicult to
differentiate from the typical microstructural features. Alternatively, a low-to-medium
strength ceramic may have flaws which are easily characterized by optical means 2) The
purpose of the froctographic analysis: quality control, research and development, or
design. Table I gives suggested guidelines for medium-to-high strength ceramics.

Table 1. Sampiing Guidelines.

I - OX 10 - IoX 10 - 200OX
Visual Optical SEM

Level I Spcci|ens which fail to Specimens which rail to Oplional
- Quality Control meet minimum strcngth meet minitim strength

requirements rcquircmcnts

Levcl 2 All Specimens All Specimens Reprcsentative specimen
Quality Control -2 of cach flaw t pc

- Materials Dcvclopmcnt -the 5 lowcst strength
SI speci icis

-at least 2 optically
unidcntifiable flaws

Level 3 All Specimens All Specimens All specimens, or is
S - Materials Dc%-ciopmcnt many specinls such
! - Design that comlbinted optical

I and SEM charactcri/.es

W)% ( I(K)% for design)
{ of al identifiable flaws

During each step, it is important to keep appropriate records and photographs in order to
characterize the flaw, show its location and the general features of the fracture. For a new
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material, or a new set of processing or exposure conditions, it is highly recommended that
a representative polished and/or etched section of the microstructure be photographed to
show the typical microstructural features.

An important feature of MIL HDBK-790 is the adoption of a consistent and
comprehensive manner of fracture origin characterization including nomenclature. This

will enable the construction of efficient computer data bases. Fracture origins will be
t characterized by the following three attributes: IDENTITY, LOCATION, and SIZE

(optional) as summarized in Table 2 and shown in Figures 2-4.

Table 2. Flaw Characterization Scheme.

IDENTITY LOCATION SIZE (Optional)
Nomenclature Volume (bulk), Mean diameter or
& spatial Surface, estimate of the
distribution; Near-Surface, major and minor
volume or surface Edge axes

Origins are either inherently volume-distributed throughout the bulk of ceramics (e.g.
agglomerates, large grains or pores) or inherently surface-distributed on the ceramic (e.g.
machining damage, pits from oxidation or corrosion). The volume-distributed origins can,
in any test specimen, be located in the bulk, at the surface, near-to-the surface, or at an
edge. The variety of locations is a consequence of the random sampling procedure
incurred in preparing test specimens.

Figure 2. Flaw in a Y-TZP tested in 4-point flexure at room temperature.
Inclusion (Iv), volume, 10 x 20 pm.
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Figure 3. Flaw in an A 20 3/SiC(w) composite tested in 4-point flexure at room
temperature. Large grains (LGV), surface, 2 20 x 35 [m.

Figure 4. Flaw in an injection molded then sintered A120 3 + Y2 0 3 -Si3 N4 tested in 4-
point flexure at room temperature. Surface Void (SWS), surface, *00 pm. (Courtesy of

A. Paslo, GTE Laboratory, now with Oak Ridge National Laboratory).

[DEN= : The fracture origins will be characterized by a phenomenological approach
that identifies what the flaw is and 01 how it appears under a particular mode of viewing
Descriptions of the mode of viewing may be used as qualifiers, e.g. "pores that appear
white when viewed optically,"; but the use of the appearance, ie. "white spots" should be
avoided. This approach is chosen since flaws can appear drastically different in optical
versus electron microscopy. The flaw nomenclature has been dcsigned to identify the flaw
by name (e.g. pore, inclusion) and is grouped based on the inherent spatial distribution of
the flaw type in the bulk ceramic, see Table 3.
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O GITable 3. Fracture Origin Nomenclature.

ORIGIN TYPE CODE

Inherent Volume
Pore pv
Porous Seam PSV
Porous Region PRv
Agglomerate Av

Inclusion IV

Compositional Inhomogeneity CIv

Large Grain(s) LG v

Crack Cv

Inherent Surface
Machining Damage MDS
Service Damage SD s

Pit PTs

Surface Void SVS

Miscellaneous
Other @
Unidentifiable ?

N=: In the flaw code superscripts "V" and "S" arc used to indicate the inherent distribution of thc flaw
types.

LQCAJIO: The location of a flaw in a given specimen shall be qualitatively determined
The flaw must be characterized as being located in the volume (bulk). at the surface, near
the surface, or at an edge (if such exist). The locations shall be used only to spec;fy the
location of the flaw in a given specimen. It is not intended to be used to statistically
differentiate flaw populationsl

SM.: Since a flaw's true size may not be revealed on the fracture surface, and because
fracture mechanics analysis of most flaws is very difficult due to their complex shapes,
characterization of the size is required only in a qualitative sense as necessary to identify
the general nature of the flaw (e.g. the 20 pm pore versus I pm porosity). If the size is
measured, the mean diameter should be reported for equiaxed flaws while the major and
minor axes should be reported for nonequiaxed flaws.

Application of Factography to Laboratory Test Specimens: The evolution of a
strength database for a ceramic maerial in the research and developmekit or design stage
entails the breakage of hundreds of specimens. This will also involve a significant amoua
of fractographic analysis. How does one deal with such a larBe volume of information in a
concise and efficient manner? It is suggested that once fractography is completed a
fractographic montage, see Figure 5, be created. These montages permit photographs of
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the fracture origins to be arranged on a single worksheet around a Weibul! graph of the
strergth results. A mass of optical and SEM photos can be organized in this fashion and
notes and observations scrawled on such a worksheet. Patterns can emerge, such as the
relationship between the large-grain fracture origins and the low-strength end of the
strength data. The montages are relatively easy to store and the ease of retrieval

encourages fractographic reassessment or comparisons of one montage to another. The
information and relationships .)btained from this montage can then be organized in to a
labeled Weibull graph, Figure 6. At a glance this graph will permit an assessment of the
applicability of the Weibull analysis. In many instanccs multiple flaw populations can be
directly related to irregularities on the strength curve.
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Figure 6. A labeled Weibull graph incorporating the strength and fractographic results.

Application of Fractography to Ceramic Prototypes: Although the procedures
described in the handbook are primarily for the analysis of mechanical test specimens
loaded in so-called "fast fracture," they can be extended to include other modes of loading
and are relevant to component failure analysis. Some examples are given below.

In example I a Si3N4 gas turbine rotor was spun to failure to determine the failure stress
and the strength-limiting flaw. The fragmented pieces shown in Figure 7a were
assembled, using the fractographic analysis techniques outlined in MIL HDBK-790, to the
configuration in Figure 7b. The assembly is much like completing a jigsaw puzzle except
pieces will probably be missing which prohibits complete reconstruction of the component.
In this example reconstruction was sufficient to allow for identification of a possible
fracture origin at the edge of the inner bore, denoted by A in Figure 7c and the arrow in
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Figure 7d. Following the scheme in Table 2 this origin would be labeled as: Machining
Damage (MDS), surface, ?? (Size not measured).

i

Figure 7a. Fragmented ceramic rotor. Figure 7b. Reconstructed rotor

i

Figure 7c. Reconstructed rotor. Figure 7d. Possible fracture origin.
"A" indicates possible initiation site.

Example 2 shows the application of fractography to a ceramic gun barrel. The ceramic
liner is a sintered, SiC with a high elastic modulus (a 400 GPa) and a low fracture
toughness (,z 3.5 MPa*4m). The liner and steel jacket are assembled through a shrink fit
technique. This technique places a residual compressive stress in the ceramic. Failure
occurred at the liner/jacket interface. In Figure 8 there is a Hertzian crack at the
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linerjacket interface (large white arrow). A non uniform mechanical fit between the liner
and jacket caused point contacts which may have initiated the Hertzian crack. The elastic
shock waves produced during firing will reflect at the liner/jacket interface boundary due
to the high elastic modulus mismatch. These shock waves could initiate and propagate the
Hertzian crack. The path of crack propagation is shown by the small white arrows. The
origin would be labeled as Service Damage (SDS), surface, ?? (Size not measured).

Several recommendations were made to avoid ,his failure mechanisms: 1) Use a ceramic
with a lower elastic modulus. 2) Use a ceramic with a higher fracture toughness. 3)
Improve the mechanical fit between the ceramic liner and the steel jacket.

Figure 8. Cross section of a failed ceramic gun barrel.

Summary: The accurate location and characterization of fracture origins in advanced
structural ceramics is important whether it is performed as part of the development of a
strength data base or during the analysis of a fractured ceramic component. Only with
comprehensive fractography can subtle strength differences within a material be accounted
for by variations in the flaw type. Fractography of failed components can yield valuable
intormation about the performance of the component in the intended environment. At the
present time only the Department of Defense has standardized this characterization
technique (MIL HDBK-790). Commercial standardization through ASTM is under way.
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t BULK PROPERTIES AND FAILURE OF ADVANCED COMPOSITES

K. Hinders*, S. D. Bogan and T.-M. Fang

Massachusetts Technological Laboratory, Inc., 330 Pleasant Street, Belmont, MA 02178

Abstract: In this paper we discuss the usefulness bf exact and acialytic solutions toelastic-wave scattering problems to describe the dynamical behavior of compusites. In
particular, we consider the scattering of elastic waves from canonical solid inclusions

in order to model particle and fiber reinforcemezits in c..mpoaites. By investigation of
these simple problems we show how to predict bulk properties and failure initiation
modes of composites. Results are also directly applicable to ultrasonic nondestructive
evaluation of reinforced composite materials.

Key Words: Composites; Dynamic stress concentrations; Elastic wave scattering;
Nondestructive evaluation; Ultrasonics.

Introdurtion: The transfer of advanced composite materials technology from mili-
tary to civilian applications has created a need for significant extension and further
developme.t of the theoretical models which are used for describing bulk mechanical
proverties, ultiasonic nondestructive evaluation, and prediction of material failure.
Advanced composite materials and structural members present unique difficulties for
the prediction and monitoring of botn their mechanical properties and their probable
modes of failure. Although phenomenological and experiment-based models abound,
it is most desirable--and in the long run most accurate and least expensive-to de-
velop, field-theoretical models which predict bulk properties and failure of advanced
composites directly from the known material configuration parameters. A rigorous
and analytic theory of the multiple scattering of elastic waves provides the required
field-theoretical framework since both the bulk mechanical and wave properties as
well as the dynamic failure modes of the advanced composite are derived from the
elastic wave scattering analysis.

We discuss the scattering oi elastic waves from particles and fibers embedded in
an infinite elastic medium of different elastic material parameters in order to predict
bulk elastic ptoperties and failure modes of parLicle- and fiber-reinforced composite
maierials. The scattering problem is formulated using the exact method of Mie scat-
tering to produce a set of algebraic equations in the unknown modal coefficients of
the scattered and transmitted fields. Incident waves are taken to be in turn plane or
spherical, longitudinal or transverse; boundary coupling between compressional and
shear modes is taken fully into account, and both t ypes of waves are supported in
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all media. Inclusions of four types are considered: spheres, spheroids, circular and
elliptic cylinders. Differential and total scattering cress sections as well as the extinc-
tion cross sections of the four types of scatterers are derived, and in special cases the
results are shown to reduce to well-known expressions. Failure modes are predicted
by calculation of the dynamic stress concentrations, and an elastic multiple scattering
analysis gives the bulk mechanical properties of the composite material. Analysis in
this area has been lacking primarily because elastic waves propagating in solid materi-
als involve much more complicated phenomena than are present in wave propagation
problems in purely acoustic media such as air or water. Unlike inviscid fluids, elastic
solids have rigidity-they resist shear or distortional deformations as well as compres-
sional deformations-and as a consequence, shear or transverse waves propagate in
solid elastic media in addition to the familiar compressional sound waves. Neglecting
shear waves in the ultrasonic nondestructive evaluation of solids, for example, leads
to incorrect results, because when purely compressional ultrasonic waves encounter a
materihl discontinuity where reflection, refraction, diffraction, etc. occur, the result-
in& scattered waves are in general always combinations of compressional and shear
waves. This mode coupling is a direct consequence of the boundary conditions which
must be satisfied at the material discontinuity and cannot be avoided or ignored in a
correct description of wave phenomena in solid media.

In advanced composite ma.terials, a rigorous elastic multiple scattering treatment
is required to quantitate the propagation constants of the bulk (effective) medium.
For particle-reinforced composites a correct quantitative model is the multiple scat-
tering of elastic waves from elastic spheres and spheroids, and for unidirectional fiber-
reinforced composites a correct quantitative model is the multiple scattering of elastic
waves from elastic cylinders, both circular and elliptic. We here discuss results for the
scattering of elastic waves from elastic inclusions in order to develop a rigorous and
analytic theory of elastic wave propagation in particle- and fiber- reinforced laminate
composites. The field-theoretical solutions then allow prediction of both the bulk
properties and dynamic failure modes of composite materials and structural mem-
bers, and give a rigorous foundation for the quantitative characterization of defects
in these materials.

Elastic Wave Scattering: The theory of the scattering of elastic waves dates to the
works of Clebsch [1] and Rayleigh [2], with a comprehensive overview of progress in
the field given twenty years ago by Pao and Mow 13]. Although a great deal of work
on the scattering of elastic waves has appeaind since [4], the exact expressions for the
fields scattered by elastic spheres and cylinders have been worked out only recently
by Hinders [5] - [10]. Extension of these results for the consideration of elastic wave
scattering from two-layer elastic cylinders and spheres has also been now completed
[11] - [12]. This field of study is often referred to as "Mie Scattering" after G. Mie
[13] who is credited with early related developments in optics.

For an isotropic, homogeneous, linearly-elastic medium small elastic displacements 77
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direction of 2
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Figure 1: Problem geometry for elastic wave scattering from an elastic sphere.

are governed by the equation

AN!- AVU- (A + A)V(V =0 ()

where p is the constant medium density, / and A are elastic Lam' parameters and
il is the displacement vector. After some manipulation and assuming harmonic time
variation e-", the equation of motion may be written as

K 2

(V2 + K _(1 - )VV. =o 0(2)

Here, K = w/cT and k = W/CL are the propagation co-istants for shear and com-
p-essional elastic waves with Al = /p and 4 = (A + 2A)/p defining the shear and
compressional wave propagation velocities respectively.

It is convenient in the analysis of elastic wave propagation and scattering to consider
sheer and compressional waves separately by writing U' = TL + u-r where V x U - 0
and V - - 0. This Helmholtz decomposition allows us to define three scalar poten-
tial generating functions irL,7rsH,7rsv where the longitudnial displacement vector is
proportional to the gradient of lrL and the two components of the transverse displace-
ment vector are proportional to the curls of 7rSM and wsv. This is crucial because
rather than dealing with the vector partial differential equation (2) for the total elastic
displacement field, we can instead consider the familiar scalar wave equations

(V2 +k1 ) 7rL = 0 (V2 + K2) 7rSH =0 (V + K2)rsv =0 (3)

whose general solutions separate in a variety of coordinate systems. In an isotropic,
homogeneous, linearly-elastic solid we find that the one compressional and two shear
wave modes propagate independently. The compre~sional waves have propagation
constant / and both shear wave modes have propagation constant K. However, the
modes will be coupled whenever a material discontinuity is encountered, necessitating
a full vector treatment of elastic wave scattering phenomena.

; 'Particulate Composites: For a single spherical elastic inclusion embedded in an-
other elastic medium this dynamical boundary value problem have been recently
solved [5], and scattering cross sections are given as exact and analytic closed form
expressions. The scattering cross section for the sphere represents the ratio of the
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average rate at which energy is scattered by the sphere to the average rate at which
the energy of the incident plane wave crosses unit area normal to its direction of
propagation. Dividing by the geometric cross section of the sphere, wa2, we write the
normalized scattering cross sections for incident longitudinal and transverse plane
waves respectively scatteriig from elastic spheres:

A_0 r 12 + +€ '-E (2 + (1.) _= o ~ ) I 1 , 12
-8~ (k a)2 (2 +I) s +1(1

(4)
T ( )2 i.1(21+1) +~ + 1 4_12 +l I A T12

(..a I(I + 1) k+ A+ As

where the quantities Ao-AT are complicated expressions in spherical Bessel and Han-
kel functions and their derivatives. For example, A0 is given by the expression:

L2 2 "2a)K 2ai/4(K2a)
AO 2 [k(aJAI(k

2a) K a/'I(K 2a)

-~ [11 + ) -2 J(cah(ki a) Ia,'K )]

A(= - 1( 1( + 1)
hi (k, a) C,(K )

) (2aj(k2a) K2a(K2a)
A+ jk(kaa) h a(K2.) ( ++ ))EK, a.(Ka) ka,'(kia)

P2 (kia(1a) KiaC,(Ki a)1
x.k Lh I( + , )

P , hi(ka) C1(K a) _ (1+1)]
[K 2a,'(K2 a) 2 k2 aj1'(k2 a) 21+I]

I lA(Ka) j,(k2a)

1K a (2+ ) 2  [k2ajl'(k2a)42 P2 kiah'(kia)]
+~(Ka) l~l+ 1 - jl(kha) P I ha~ka)]

r K 2aO'(K2a) P2 KIaQ(KIa)
I iki(K2a) pi CI(Kia) J

Note here that we use the subscripts 1 and 2 to indicate the exterior medium (r > a)
and the spherical scatterer (r < a) respectively as shown in Figure 1. The spherical
radial functions are related to the half-order cylindrical Bessel and Hankel functions
by

D,1(X) 7= v J,+/2(X) C¢(x) = xhi(x) = ;x7 H 1 ,(, )

and prime indirates differentiadAon with respect to -argument. Although these ex.
pressions look quite complicated, it is important to keep in mind that they are exact,
analytic and closed-form. Moreover, the spherical radial functions are well-understood
and the series are convergent and well-behaved. In figure 2 we show (5) graphically
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Figure 2: Nornalized scattering cross sections for an elastic sphere.

for materials of Truell et al [14]. Plots A,C are for a stainless steel sphere in magne-
sium (L and T incidence) and plots B,D are for a magnesium sphere in stainless steel.
The dark solid line is the scattering cross section and the dotted line is the Rayleigh
limit approximation for small scatterers. The dashed lines are the L, SV and SH
compornnts that make up the total scattering cross section. Note that the behavior
is in general quite complicated, and that the small argument approximation of Truell
115] - [16] is appropriate only for scatterers small compared to wavelength. These
scattering cross sections can be used directly to give the bulk properties (e.g. effective
wave numbers) of particulate composites by a variety of multiple scattering theories
[17]. Moreover, once the scattering problem has been solved exactly, it can be used
to predict dynamic stress concentrations of composites under time-varying loads [8].
Particulate composites with flake-like or needle like reinforcements can be described
in a similar manner by first solving the corresponding elastic-wave scattering problem
in spheroidal coordinates.

Fibrous Composites: For an isolated cylindrical fiber embedded in a solid ma-
trix material we have also solved exactly the dynamical boundary value problem [9]
and have extended the analysis to account for an arbitrary interface region between
the fiber and matrix [10]. The analysis is exactly analogous to that for the spherical
geometry, with the details differing somewhat due to the different general solution
of (3) in cylindrical coordinates. Both compressional and shear waves must be ac-
counted for in the scattering problem, and once the exact solution is derived a variety
of predictions can be made. Here we concentrate on the dynamic stress concentra-
tions which arise in a fiber-reinforced composite under time-varying loads which set
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Figure 3: Problem geometry for an infinite cylindrical fiber of radius r =a surrounded by
an interface'a < r < b. The angle 0 indicates the direction of the incident elastic waves.

up elastic waves in the structure. At the fiber surface we can write the radial dynamic
stress concentrations for incident longitudinal waves as:

00r fL OS

L= 2/sli (kL si 01 H,(,1)'(Iir sin 01) 2 (Kir)2  kr2CS

J.k snlj A,~kisn~g 2 -00# cB 91
Jx kbsn , A E,,i'H.)(kir sin 04u)e?"Oeizc1

XHnt)(klbsinoll)k (o)

- 0 2js~j H(1)(K r sin 01.)
o,, - n~ 'K r2 1 - (K r sin 01)' 1 na))

K1n =kOsnq, ( il)(Kirsin iaefsKzoP(5

k 1! Hn 1)(Ki bsin 0 Lo A

and the shear dynmaic stress concentrations are:

UT.-n- 1 2Arin H(')'(kjr sin 4'))
L = ~k2 (-)H 1(kir sin 011))

Jn(k b sin O)( in eiHn)(kir sin Ojl)ene' SCG1
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201,

' ! n~o KLr---  (KI r sin 01 ) nf +- Cosi
,..K 1 7.

2  i7 ilaH,(i)(Kir sin Ol) 2/
' (K ' ,J,,(k, b sin oi). A2'
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and finally the hoop dynamic stress concentrations can be written as:
iL

' +;6,! ora = k~Iri ,'

= a 2p, (Ks r)2 , .- ())'(k( rsin11)

H/)(k bIsinOe) ko

21t, ( K H( ,- sin 0 ia)e (

in H(1 r(Kbsin 01 , %

where the coefficients A are given in [10] for the geometry shown in Figure 3.
Note that these normalized stresses are functions of angle, fiber and matrix materials,
fiber size, and frequency. Because we have derived exact and analytic expressions for
them, we can easily plot them versus any or all of these parameters to explore material
behavior. This type of structure is of interest in the chemical vapor deposition of
boron fibers, where the core fiber, usually tungsten wire, serves as a substrate for
deposition of the shell material. It is the shell of boron that is the actual load
bearing part of the composite fiber. Ia Figure 4 we show, for a boron fiber in epoxy,
the dependence of radial, shear, and hoop stresses. The boron is the "shell" region
a < r < b surrounding a tungsten "core" of radius r = a. The core is small such that
a/b = 0.175. In each case, we plot the dynamic stress concentrations as a function of
kb, for the two angles 6 = ir and 0 .These are the directions facing back toward
the incident field and facing perpendicular to the incident field. The dynamic stress
concentrations are normalized to the incident stress feld based on a unit amplitude
normally-incident displacement wave of the longitudinal type. The radial dynamic
stress concentrations show some definite resonant peaks and nulls. The configuration
seems to have a radial stress peak at klb = 6.6 in the backward direction and null
in the perpendicular direction. This means that at this value of kib, the stresses at
the fiber-matrix interface are high in the 0 = 7r direction and low in the 6 = r/2
direction. Since the wave number is proportional to frequency, curves of this type
can be used to determine, for a given fiber size, those frequencies which will give
rise to potentially damaging stress concentrations. Because we have derived an exact
and analytic, closed-form solution we can easily explore all possible configurations to
avoid high values of stress concentrations that can locally initiate failure of the fibers
or the matrix. As in the spherical geometry, the analysis that we have presented
here can be extended to non-circular cylinder@, by repeating the analysis ill elliptic

cylinder coordinates. The resulting expressions allow for modelling of fibers with high
eccentricity even to the limit of flat strips.
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* Figure 4: Dynamic stress concentrations for a boron fiber in epoxy. Plot A is ff4, plot B is
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Discussion: In this paper we have outlined a method of a'nalysis which can be used
to make predictions about dynamic failure initiation modes in reinforced composites.
Travelling mechanical disturbances-elastic waves-scatter from any discontinuity in a
material, and this scattering can cause locally high stress levels which may initiate
material failure. In composites the reinforcing particles or fibers themselves present
discontinuities which scatter the waves, but by modelling those canonical problems
where we can derive exact and analytic closed-form solutions we are able to predict
the dynamic stress concentrations that will develop between the reinforcement and
the matrix under a variety of conditions. With formula in hand to describe the com-
plicated dynamical behavior we can explore potential material configurations to avoid
those that would be susceptible to failure initiation because of high stress concentra-
tions.

An additional by-product of deriving exact solutions to these scattering problems
is the bulk wave properties of composites can be predicted. This is important in ul-
trasonic nondestructive evaluation of composites, where the heterogeneous composite
can be considered as effectively homogeneous, but with scattering that takes place

i at the fibers or particles represented as an effective loss term. Derivation of the bulk
wave properties is done via multiple scattering theory, which hinges on knowing in
sufficient detail the scattering behavior for a single isolated particle or fiber.

We have here shown some selected results from our ongoing work, and have given
references to more detailed treatments of the background material and solutions. For
spherical and cylindrical geometries we have pushed the analysis to its limit and have
derived those exact solutions which are tractable. For spheroidal and elliptic cylin-
der geometries analysis is currently under way to derive the possible exact solutions
for elastic wave scattering from solid inclusions. These geometries are of particular
interest in modelling the dynamical behavior of reinforced composites, and can also
be used directly to model ultrasonic scattering from a variety of defects. Other work
in progress is an extension of existing multiple scattering theories to take sufficient
advantage of the detailed knowledge of the single scattering problems afforded by our
exact solutions.
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X-RAY DIFFRACTION CHARACTERIZATION OF PROCESS-INDUCED RESIDUAL STRESS
Daniel J. Snoha

U.S. Army Research Laboratory
Materials Directorate

Watertown, MA 02172-0001

Abstract: The U.S. Army Research Laboratory - Materials Directorate
(ARL-MD) has utilized the x-ray diffraction (XRD) method of residual
stress analysis (RSA) to characterize process-induced residual stre-s
on a variety of polycrystalline netal and ceramic materials. As part
of the mechanical failure investigation, modern XRD RSA techiques
provide a direct means for quantifying residual stress at the
component surface - the location at which most fatigue and stress
corrosion cracks originate. Therefore, an understanding of the
magnitude and distribution of residual stresses introduced from
processing is important when predi'cting failure modes through fracture
mechanics calculations and service loads by finite element modeling.
This paper will discuss the procedures for and results from XRD
residual stress measurement on the following differently-processed
material systems: shot-peenei stainless steel, quenched and tempered
and welded armor steel, autotrettage gun tube steel, and ground
alumina ceramic.

Key words: Alumina ceramic; armor steel; autofrettage; grinding;
mechanical failure; polycrystalline materials; process; residual
stress; shot peen; welding; X-ray diffraction

Introduction: The non-destructive, non-contact X-ray RSA technique has
found widespread application [1-4) and is generally accepted as being
the most accurate of the experimental methodologies for residual
stress determination. XRD residual stress measurement is based upon
the fact that gtrain induced n a crystalline material as a
consequence of mechanical deformation, phase transformation, thermal
expansion, etc. causes a change in the spacing of the atomic planes
within the crystal structu'e from that in the stress-free condition.
Thic change in interatomic, or d-, spacing is evidenced as a shift in
the diffracted X-ray peak cosition. By resolving the angular peak
shift and applying the Bragg law vX - 2d sine (the relation that
describes X-ray diffraction) to quantify the d-spacing, the stress on
the surface of the specimen can be calculated via linear elastic
theory. Assuming that plane stress conditions exist on the surface;
i.e., a biaxial system, the relationship of interatomic strain to
stress is given by:

1, " (1 + V)/E1sin2* - v/E(a, + 0) 11)

where

- (d,, - do )/do = strain in the direction defined by angles *
and * (d. is the interatomic spacing in the
stress-free condition)
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E, v - material elastic constants
v - surface stress in the direction defined by

angle *
- angle between the surface normal and the

normal to the crystallographic planes from
which an X-ray peak is diffracted

0i, a2 - principal stresses on the surface.

This equation is used to calculate the stress a, in any direction on
the surface of the specimen.

Residual stress determined from diffracted X-ray peaks represent
strain averaged over a finite measurement volume comprised of the
surface area irradiated by the X-ray beam and the depth to which it
penetrates (typically, only a few tens of microns). When mechanical
deformation processes such as grinding and shot peening produce
uniform and continuous plastic strain in the materials surface ldyers
different from that in the bulk, the resultant residual stress is
referred to as a macrostress. Plastic deformation nonuniformly
distributed from grain to grain in a single-phase material, or between
matrix and precipitates with dissimilar yield points in a multiphase
system, cause microresidual stresses to form. Macrostress is detected
by a shift in X-ray peak position; microstress is observed through
peak broadening, and can be described relatively by full-width
half-maximum values. The residual stress magnitudes reported herein
were generated by the measurement of macrostrain at the as-processed
surface except for the anor steel thru-thickness data which were
obtained from characterization of sub-surface layers subsequent to
electrolytic material removal.

ARL-MD has an advanced X-ray diffraction-based instrument capable of
rapid, precise residual stress measurements on polycrystalline metals
and ceramics. The Technology for Energy Corporation Model 1610 X-ray
Stress Analysis System features a low power X-ray source (100 watts,
maximum) and fixed location linear position-sensitive proportional
counter (PSPC), and employs the sin ' stress-measuring technique. The
PSPC is a sealed gas detector with a 50 mm (2.0") long carbon-coated
quartz fiber wire anode for peak position encoding. At a
diffractometer radius (specimen-to-detector distance) of 208.7 mm
(8.2"), the PSPC subtends approximately 120 of the instrument's
diffraction angle 20 range of 1220 to 1660. Diffraction peaks in the
high-back reflection region (20 values approaching 1800) are much
preferred because they show the greatest angular shift sensitivity
with a given amount of stress. The Model 1610 allows for the
utilization of up to 10 * angles per stress measurement.

The sin'* technique requires a series of peak position measurements
for a particular set of hkl planes be made at different tilts
I angles) of the crystallographic plane normal referenced to the
normal of the specimen surface. The angular position of the diffracted
peak iE determined by least squares parabolic curve fitting and used
to calculate d-spacing from the Brapg relation. A plot is then
constructed of d-spacing versus sin *, and the slope of a least
squares line fitted to the experimental data multiplied by the X-ray
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elastic constant E/(l + v) is proportional to the stress on the plane
of the surface, The slope is found by differentiating Equation 1 with
respect to sin I:

slope - to (d+* - d0 )/d0 1/[a sin
2 +1 (2)

A linear d-spacinq versus sin2* plot indicates that the strain
distribution is homogeneous within the irradiated volume &.d that the
assumption of a biaxial stress state is valid. Sin-square-psi plots
that split into two branches (*-splitting) or exhibit curvature reveal
a three-dimensional stress field containing pseudo-macro components of
stress (average microstress within a sampled volume of grains).
Additional information on the theory of X-ray diffraction and the
principles of XRD residual stress measurement is available from
references 5 thru 8.

Experimental Procedures: All residual stress data were collected via
a divergent beam, four-positive * angle arrangement. Other pertinent
material- /process-dependent acquisition and calculation parameters
are listed in Table 1. The characteristic radiation(s) anid lattice
planes selected for these investigations are typical for high-back
reflection region residual stress characterization. The X-ray elastic
constants used in calculating residual stress were bulk values taken
from handbooks or literature. Bulk constants represent average elastic
properties for all crystallographic directions and may be different
from those experimentally determined for a part:-.cular set of planes.

Table 1. RESIDUAL STRESS ACQUISITION AND CALCULATION PARAMETERS

AISI 15-5PH MIL-A-46100C AISI 4340
Stainless High Hardness Gun Tube 99.5% Alumina
Steel Armor Steel Steel Ceramic

X-Radiation: CrKo CrK. CrKo% CrKc , CuKc

Lattice (211) (211, (211) (1 0 10), (146)
Planes:

Diffraction 156.10 156.10 156.10 135.00, 136.20
Angle:

Irradiated Rectangular Rectangular Circular Rectangular
Area: 1 mmx 5 1 mm x 5 2 mm dia 1.5 mm x 5 mm

Elastic 180 GPa 169 OPa 154 GPa 246 GPa, 289 GPa
Constant:

A brief description of each material system and the XRD residual
stress analysis application objective follows:

249

A 4



AISI 15-5PH Stainless Steel Tail Rotor Yoke: Taken from a crashed Army
attacFR-e1icopter and' e-x- tlg-no physT6dmage, this component was
analyzed for resolving the effects of in-service loading on the
magnitude and uniformity of surface residual stresses introduced from
shot peening. The tail rotor yoke was sent to ARL-M from the Corpus
Christi Army Depot (CCAD), Corpus Christi, TX. CCAD personnel prepared
the yoke for residual stress characterization by plastic bead shot
blasting the painted surface to remove the acrylic lacquer and
polyamide epoxy primer, then stripping the cadmium plating with
ammonium nitrate to expose the martensitic-structured base metal.
Measurements were performed in the longitudinal and transverse
directions at six locations; four on the nameplate face and two on the
opposite face. Figure 1 is a photograph of the tail rotor yoke showing
the nameplate face stress measurement locatidns.
MIL-A-46100C Armor Steel Plate: Residual stresses in light gauge, high
hardness (477---B ,-hi-g strength (197-209 ksi 0.2% YS, 244-266
ksi UTS) armor steel from quenching and tempering, cutting, grinding
and welding have been characterized for comparison to processing
parameters as part of ARL-MD's research program. Surface measurements
were made on as-produced quenched and tempered plate specimens for
establishing baseline residual stress processing data. The
measurements concentrated on the stress profiles generated at and near
the free-cut edges from underwater plasma arc cutting and edge
grinding operations. Magnetic particle inspection confirmed that the
cutting and grinding did not creat9 edge discontinuities. Plate
weldments were then fabricated per MIL-STD-1941,for the purpose of
producing residual stress magnitudes and distributions on a laboratory
specimen similar to those found on welded structures. Incremental
sub-surface residual stress analysis quantifying interior stress
levels was performed on the as-produced plates and the experimental
weldment subsequent to electropolishing with a 50-25-25 volumetric
solution of phosphoric acid, sulfuric acid and water, respectively.
AISI 4340 Steel Gun Tube Disk: Benet Laboratories, Watervliet, NY
request ARL-MD measure au-t-orettage-produced residual stresses in a
one-inch thick disk specimen sectioned from a 120 m gun tube for
comparison to theoretical stress distribution models. In autofrettage
processing a hollow cylinder is deformed into the plastic region by
the application of interna!. pressure causing permanent bore expansion.
The resulting beneficial residual stresses increase the elastic
stLength of the cylinder and retard fatigue crack growth at the bore.
Hoop direction measurements were ioade at one orientation every
one-tenth inch along a thru--wall traverse (i.e., I.D. to O.D.) on the
electropolished breech face.
Alumina Ceramic Block Specimens: The mechanical properties and
overaI perfomance of struFtural ceramic materials can be influenced
by the magnitude, distribttion and depth of residual stresses effected
by surface finishing techniques. With the objective of using residual
stress data as a method for evaluating and optimizing the grinding
process, the Department of Industrial Engineering, Lehigh University,
Bethlehem, PA submitted 16 differently-ground dual channel 99.5%
alumina ceramic block specimens to ARL-MD for residual stress testing
services. Table 2 ou'1ines the grinding parameters utilized for
preparing the specimens. Longitudinal, or grinding direction, surface
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Fig. 1. Army attack helicopter tail rotor yoke
with stress measurement locations (1 thru 4)
indicated on the nameplate face. Locations 5
and 6 are on the opposite face.

(
residual stresses were characterized with chromium and copper
X-radiations at the center of an arbitracily chosen channel on the
nominal 102 mm x 25 an x 19 nun block specimens.

Table 2. GRINDING PARAMETERS FOR 99.5% ALUMINA CERAMIC
BLOCK SPECIMENS

Wheel Cut
Wheel Mesh Grit Feed Depth

Specimen Bond Size Concentration (m/s) (mm)

1 Resin 80 50 2.9 1.5
2 Resin 80 50 6.9 2.6
3 Resin 80 100 2.9 2.6
4 Resin 80 100 6.9 1.5
5 Resin 180 50 2.9 2.6
6 Resin 180 50 5.9 1.5
7 Resin 180 3.00 2.9 1.5
8 Resin 180 100 6.9 2.6
9 Vit.ified 80 50 2.9 2.6
A Vitrified 80 50 6.9 1.5
B Vitrified 80 100 2.9 1.5
C Vitrified 80 100 6.9 2.6
D Vitrified 180 50 2.9 1.5
E Vitrified 180 50 6.9 2.6
F Vitrified 180 100 2.9 2.6
G Vitrified 180 100 6.9 1.5

Grinding Wheel: Diamond, 178 mm diameter, 6.35 mm width, 2400 rpm
rotational speed, down cut, 22.3 mi/s periphera1 velocity
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Results and Discussion:
AISI 15-5PH Stainless Steel Tail Rotor Yoke: The results of surface
'Fii-sdua- stress measureme- s-l-ter-ms oTT ation and stress-measuring
direction are listed in Table 3. The data indicate that this component
also may have been subjected to an unusual service overload condition
as was proposed as a possible explanation for cause of failure of
another tail rotor yoke (9]. Though unlikely, it is not known if the
plastic media shot blast used to remove the paint caused any surface
deformation. Additionally, the yoke may have been deformed at the time
the aircraft crashed, For these reasons the true shot peening-induced
stresses may not have been singularly characterized. 1lowever, two
observations are noteworthy. First, the residual stresses measured at~locations 1, 2 and 5, the reduced area where the failed rotor yokefractured, are significantly lower in magnitude, especially in the

longitudinal direction, than those measured at the other locations.
The second observation is the uniformity of the measured stresses in
both the longitudinal and transverse directions at Iocations 3, 4 and
6. These values average -707 MPa (-102.6 ksi) and are in good
agreement with other reported shot peening stresses [10].

Table 3. RESIDUAL STRESS MEASUREMENT RESULTS FROM SHOT-PEENED
ARMY ATTACK HELICOPTER TAIL ROTOR YOKE

Residual Stress, MPa (ksi)
Longitudinal Transverse

Location Direction Direction

1 -223 (-32.4) -447 (-64.8)
2 -29b (-43.2) -445 (-64.5)
3 -778 (-112.9) -694 (-100.6)
4 -674 (-97.8) -761 (-110.4)
5 -168 (-24.3) -444 (-64.4)
6 -622 (-90.2) -714 (-103.5)

MIL-A-46100C Armor Steel Plate: The residual stress data from an
ap -poduced (spray-water roller quenched, tempered at 4000 F/-50 m)
armor plate are presented in Figure 2. Compressive stresses were
measured at all surface locations along a traverse starting at the
plasma cut a' d ground edge. However, at and near the edge the stLesses
were less compressive in magnitude than those remote to the edge
indicating that the cutting and grinding processes altered the
as-produced residual stress state. Sub-surface residual stress
profiles were compressive to a depth of roughly 0.010" then became
tensive and remained so for the balance of the total 0.023" depth
thru-thickness characterization. Microstructural examination of the
as-produced plates had revealed the existence of an approximately 5
mil-thick decarburized surface layer. Consistent with reported effects
of decarburization [111, the measured residual compressive stresses
dt creased toward the surface. Figure 3 displays residual stresses
measured in the transverse direction (perperdicular to the weld line)
at the surface of the butt-welded plate specimen along with those
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Fig. 2. Surface and thru-thickness residual
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measured at the same locations prior to welding. The distance offset

in the start of the "after welding" trace is equal to half the width
of the weld bead. Examination of Figure 3 reveals a steep stress
gradient in the heat affected zone (HAZ) with the residual welding
stress values and distribution in general agreement with predicted
restrained butt-weld stress data (12]. Preliminary results from
sub-surface measurements parallel to the weld show tensive stresses in
the HAZ approaching 50% of yield strength at 0.005" below the surface.
At the 0.018" depth the stress magnitudes increase to 70% of yield.
AISI 4340 Steel Gun Tube Disk: The gun tube disk XRD residual stress
investltion is stil-in progress. However, a graph of percent
deviation between predicted (from a two-dimensional, nonlinear
elastic-plastic finite element analysis model) and measured residual
hoop stresses is shown in Figure 4. Between the 0.14" and 0.94"
traverse locations the agreement is excellent; within 4.65%. From
1.04" to 2.04" it is noticed that a slightly increasing percent
deviation was obtained indicating a possible relief of residual stress
upon cutting the disk from the gun tube. The larger excursions, such
as at the 1.04", 1.64" and 2.14" locations, could be attributed to
surface preparation irregularities. Whereas, at the I.D. and O.D.
(0.04" and 2.24" locations, respectively) the deviations may be due to
an error in *-position (see Introduction) caused by the "rounding off"
of the free edges during electropulishing. These hypotheses are
presently being evaluated.

40-

30
.2

O 20-
C6

CL
0 0

0 0.5 1 1.5 2 2.5

I.D. To O.D. Traverse Distance, inches

Fig. 4. Percent deviation between gun tube disk
predicted and measured residual stress.
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Alumina Caramic Block Specimens: Table 4 lists grinding direction
resiial7 tes easuremenreisults. Employing both chromium and
coppec X-radiations for this study allowed for the determination of
residual stress at two surface layer depths. The copper radiation
penetrated approximately three times deeper due to the three-fold
difference in the linear absorption coefficient of the alumina for
these radiations (p - 794/cm versus pe - 264/cm). Lange et al.
(13] have reporteI ahe depths of penetration in hot-pressed alumina
(15000C/2 h) for 50% diffracted intensity from chromium and copper
radiations as 8 pm and 26 pm, respectively. The variation in the
chromium radiation residual stress data, which ranges from -36 MPa to
-253 MPa (-5.2 ksi to -36.7 ksi) and averages -138 MPa ± 64 MPa (-20.0
ks + 9.3 ksi), suggests that the magnitude of the compressive stress
maybe a function of the grinding condition. This is not apparent from
the copper radiation results as a relatively uniform tensive stress,
averaging 240 MPa ± 27 MPa, was measured on all specimens. The
crcssover from compressive to tensive residual stress occurs at a
depth of approximately 5 to 10 micLons indicating that the grinding-
induced plastic deformation exists in a shallow surface layer.

Table 4. GRINDING DIRECTION RESIDUAL STRESS MEASUREMENT RESULTS
FROM 99.5% ALUMINA CERAMIC BLOCK SPECIMENS

Residual Stress, MPa (ksi)
Specimen CrK Radiation CuK Radiation

1 -104 (-15.1) 231 (33.5)S 2 -253 (-36.7) 187 (27.1)
-120 (-17.4) 292 (42.3)

4 -223 (-32.3) 276 (40.1)
5 -70 (-10.1) 261 (37.8)
6 -131 (-19.0) Z34 (33.9)
7 -165 (-24.0) 230 (33.4)
8 -94 (-13.7) 214 (31.0)
9 -86 (-12.5) 216 (31.3)
A -181 (-26.3) 214 (31.1)
B -191 (-27.7) 260 (37.7)
C -242 (-35.1) 248 (36.0)
D -114 (-16.5) 226 (32.8)
E -109 (-15.8) 237 (34.4)
F -85 (-12.3) 247 (35.8)
G -36 (-5.2) 263 (38.2)

Summary: The X-ray diffraction residual stress analysis applications
presented herein demonstrate the usefullness and versatility of this
technique for characterizing process-induced residual stress in U.S.
Army and other material systems.
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Abstract: Before a helicopter leaves the plant, it needs to be tuned so that
its vibrations meet the required specifications. Helicopter track and balance is
currently performed based on 'sensitivity coefficients' which have been developed
statistically after years of production experience. The fundamental problem with
using these sensitivity coefficients, however, is that they do not account for the non-
linear coupling between modifications or their effect on high amplitude vibrations.
In order to ensure the reliability of these sensitivity coefficients, only a limited
number of modifications are simultaneously applied. As such, a number of flights
are performed before the aircraft is tuned, resulting in increased production and
maintenance cost. In this paper, the application of feedforward neural nets cou-
p)ed with back-propagation training is demonstrated to learn the nonlinear effect
of modificatics, so that the appropriate set of modifications can be selected in
fewer iterations (flights). The effectiveness of this system of neural nets for track
and balance is currently being investigated at the Sikorsky production line.

Key 'rords: Helicopter track and balance; artificial neural networks

Introduction: Helicopter track and balance is a tuning procedure for reducing
both chassis vibration and the spread of rotor blades. about a mean position. Bal-
ance, which is performed for the reduction of vibration, is the more important of
the two since it directly affects the performance of the aircraft. Track, on the other
hand, is performed maiM.i for aesthetic purposes as it has been found that well
positioned rotor blades increase pilot confidence in the aircraft4 . Both track and

,'rhis paper is extracted from (Taitel et aL., 1992)
11 

1Presently with Mathworks Inc., Natick, Massachusetta
3Corresponuing author
4'Thias research is concentrated mainly on vibrations at the frequency of once per blade revolution

I per rev). Although track does not affect the I per rev vibrations t has the potential to excite
other main rotor harmonic:' such am 4 per rev.
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balance are performed by making modifications to the rotor blades of the aircraft.

Thus, the tuning process consists of determining the blade modification, or the
set of blade modifications, that will bring the chassi6 vibration within specification
while simultaneously providing suitable rotor track. Since reduction of vibration
is the main goal of the track and balance procedure, modifications are generally
made in such a way that, vibration characteristics are not compromised based on
track considerations.

The current method of track and balance assumes that the effect of blade modi-
fications on both track and balance is linear. As such, sensitivity coefficients are
utilized to approximate the effect of individual modifications on track and balance.
Although this method is generally effective in tuning the aircraft, it suffers from
two major limitations. First, since the derived sensitivity coefficients are based
on the assumption of linearity, they are valid for only a limited range of vibra-

11 tion and rotor track. Consequently, the effectiveness of the method diminishes for
i higher ranges of vibration and rotor track, where nonlinear effects may play a role.

Second, the coupling effect of modifications (i.e., nonlinear interactions between
modifications) is not taken into account by the sensitivity coefficients. As such,
only a limited number of modifications are performed for each flight. Both of the
above limitations contribute to an increase in the number of flights required to tune
each aircraft, and thus result in increased production and maintenance costs.

In this paper, a system of neural networks trained with back-propagation learning
is introduced for helicopter track and balance. Neural nets are particularly suited
for nonlinear mapping of multiple inputs and multiple outputs. For this problem,
a system of networks is designed to both select the set of modifications that will
minimize vibration and rotor track, and predict the vibration and rotor track re-
sulting from such modifications. The designed system, which is trained on actual
track and balance data, is currently being tested on production aircraft at Sikorsky
Aircraft Company.

Track and Balance: Track and balance as applied to Sikorsky's H-60 Black
Hawk helicopter is performed as follows. For initial measurements, the aircraft is
flown through six different regimes during which measurements of rotor track and
vibration are recorded. Rotor track is measured by optical sensors which detect the
vertical position of the blades. Vibration is measured at the frequency of once per
blade revolution (I per rev) by two accelerometers, 'A' and 'B', attached to the sides
of the cockpit (see Figure 1, detail B). The vibration data is vectorially combined
into two components: A+B repcesenting the vertical vibration of the aircraft and
A-B representing it3 roll vibration. A sample of peak vibration levels for the six
flight regimes, as well as the angular position of a reference blade corresponding to
the peak vibration are given in Table 1, along with a sample of track data. The
six flight regimes in Table 1 are: ground (fpm), hover (hov), 80 knots (80), 120
knots (120), 145 knots (145), and maximum horizontal speed (vh). The track data
indicates the vertical position of each blade relative to a mean position.
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W 1. Balance Weights
2. Pitch Control Rod
3. Trim Tab

UMU

MT . ROTfOR

TRIM TAB

dgtht 6ids SI Ih me ow

ACC I.ROMErER

gS

t Figure 1: Illustration of the position of accelerometers A and B on the aircraft,
and the rotor blade modifications (push rod, tab anl huh weights).

In order to bring track and I per rev vibration measurements within specification,
three types of modifications can be madc to the rotor systen: pitch control rod

I adjustments, trim tab adjustments, and balance weight adjustments (sce Figure 1).
Pitch control rods can be extended or contracted by a certain number of notches
to alter the pitch of the rotor blades. Positive push rod modifications indicate
extension. Trim tabs, which are adjustable surfaces on the trailing edge of the rotorj blades, affect the aerodynamic pitch moment of the air foils and consequently their
vibrat~on characteristics. Tab adjustments are measured in thousandths of an inch,
with positive and negative changes representing upward and downward tabbing,
respectively. Finally, balance weights can either be added to or removed from the
rotor hub to tune vibrations through changes in blade mass. Balance weights are
measured in ounces with positive modifications representing the addition of weight.
In the case of the Sikorsky H-60 helicopter, which has 4 main rotor blades, a total
of twelve modifications can be made to tune the aircraft (i.e., three modifications
per blade).

Blade modifications for track and balance can be represented in two forms. The
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Flight Vibration
Regime A+B A-B

__ Mag. (ips) Phase (deg.) Mag. (ips) Phase (deg.)
_fpm _ 3.19 332 0.38 272

hov 0.07 247 0.10 217
80 0.02 86 0.04 236
120 0.04 28 0.04 333
145 0.02 101 0.07 162
yh 0.10 312 0,12 211

Flight Track (mm)
Regime Blade #

7772t31 4
fpm '2 3 1 -2]
hov -1 3 0 -2
80 1 11 1 -13
120 2 13-1I-14]
145 5 18 -3 -20
m h 2 13 1-1 1-14

Table 1: Typical track and balance data recorded during a flight,

first form, the detailed form, is a list of all twelve blade modifications represent-
ing the total track and balance solution. If only vibration (balance) is considered,
however, such a detailed specification of the modiI cations is not necessary. Due
to symmetry of the rotor blades in four-bladed aircraft, changes in vibration re-
alized by a modification to a specific blade may alternatively be realized by the
negative modification to its opposite blade, or, more generally, by any set of modi-
fiations which maintain the relative adjustments to opposite blades. As such, the
modifications required for vibration correction can be represented in a condenued
form, including up to six relative modifications to pairs of opposite blades. The
detailed representation, including all of the twelve modifications, is necessary when
track is also considered. Two example sets of detailed modifications which have
the same condensed representation a'e presented in Table 2. It can be seen that
the condensed modifications are equivalent to the arithmetic difference of detailed
modifications on opposite blade pairs 1&3 and 2&41.

Neural Net-Based Track and Balance: In practice, track and bal-
ance is performed by fh-t specifying a condensed set of modifications to reduce

*Conldened modiflcatiorw on the l&3 blade pair represent relative modifications of blade 3 with
repect to blade 1 and nxdiflcatioas on the 2&4 blade pidr represent relative modiflcatiom of blade
4 with respet to blade 2.
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Typ of Bladeb Detaii~ Detailed Blade Cond.
Modification Number Set # 1 Set # 2 Numbers Set

Push Rod 1 2 1 A13 -2

(notches) 2 0 1 A24 2
3 0 1
4 2 3

Tab jj 1 0 0.003 AI13 -0.003
(10- inches) 2 0.001 0 A24 -J.001

3 -0.003 04 0 -0.001

Hub Weight 1 5 2 A13 -5

(ounces) 2 3 1 A24 -3
3 0 -3
4 0 -2

Table 2: Two sets of detailed modifications represented by a condensed set of
modifications.

vibrations, and then expanding these modifications into a detailed set to satisfy
the track requirements. The detailed modifications are constrained by the con-
denscd set so as to maintain the integrity of the vibration solution. This sequential
method is in contrast to a simultaneous solution of track and balance, which gives
the same priority to both track and balance. In order to preserve the priority of vi-
bration reduction, the proposed neural network-based system of track and balance
utilizes the sequential method.

The system of track and balance consists of four neural nets as shown in Fig. 2. The
first net in this system, the SELECTION NET, determines the condensed blade
modifications (output) that will bring about a given change in vibration (input).
To eliminate vibration, the negative of the vibration measurements from the flight
are utilized as inputs to this net. The validity of the condensed modifications is
then checked by predicting their effect on vibration via the CONDENSED SIM-
1ULATION NET. Theoretically, these simulated vibration changes should be the

n-gative of the vibration measurements from the aircraft, so that their summation
will generate a resultant vibration equal to zero. However, due to the inexactness
of tLe neural net models and noise, the resultant vibration will most likely not be
equal to zero. In cases where the resultant vibration is not within specifications
(usually less than 0.20 ips), the condensed modifications may be refined by feeding
the resultant vibration back into the SELECTION NET. This feedback is depicted
in Fig. 2 by the dashed feedback line. It should be noted that the CONDENSED
SIMULATION NET may also serve as a diagnostic tool by indicating out-of-norm
behavior. For example, an aircraft with vibrations significantly different from those
predicted by the net may suffer from deffective components.
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Figure 2: Schematic of the track and balance system. Thle numbers inside paren-
' theses represent the number of inputs or outputs of individual nets.

Just as with the traditional approach, once the condensed solution has been spec-
ified. it needs to be expanded into detailed form to satisfy thle rotor track re-
quirements. As previously mentioned, the condensed set of modifications may be
viewed as the constraint on detailed modifications so as to ensure that the vibra-
tion solution is not compromised for track. This constraint is satisfied by algebraic
equations in the expansion progr'am which generates detailed mnodifications from
the condensed set (see Fig. 2):

A3 - A1l= A13 (1)

AVIBS.

(4-)- 2= PA24 (2)

in the above equations, A3, for example, represents the change in push rod, tab,
or hub weight of blade #3, and A13 represents the change relative to the change of

that parameter in the opposite blade #1. Each one of these detailed sets of modi-
ficationss a candidate for the final track and balance solution ad it is left to the
TRACK NET and the SELECTtON PACKAGE to determine which set of detailed
modifications provides the best tracking performac. For seection purposes, the

TRACK NET simulates the changes in track due to a candidate set of detaile'd
modifications, and then adds these changes to the initial trac i asurements from
the flight to estimate the resultant track. The set of detailed modifications that
yields the smallest estimated track (i.e., smallest saximum blade spread) is se-
lected i the solution to the track and balance problem. The .ielected set of de-
tailed modifications is then checked via the VIBRATION NET, whieh similar to
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the CONDENSED SIMULATION NET, serves as an independent evaluator of the
': selected modifications. This validation is perfo:med by simulating the effects of the

s-lected modifications and P.dding them to the aircraft vibrations so as to estimate
the resulting aircraft vibrations.

System 1I aining: Track and balance data for approximately one hundred
and ten pairs of consecutive flights were used for training and testing of the system.
Generally, two types of data were required for training the neural nets. 1) changes
in vibration caused by blade modifications and 2) changes in track due to these

modifications. Since vibration data are vector quantities (see Table 1), both their
magnitude and phase components need to be taken into consideration. In order
to keep all of the inputs on the same scale, the vibration vectors were represented
to the net in cartesian coordinate form. As a result, the vibration data included
24 elements representing the changes in the x and y components of the A+B and
A-B vibration in each of the six fiight regimes (see Table 1). To ensure that the
nets were properly trained, issues such as noise and generalization needed to be
addressed.

Noise: Ideally, identica.l modifications made to any two helicopters should result in
identical changes in vibration. In reality, however, this does not occur due to factors
such as small differences between individual aircraft and variances in atmospheric
flight conditions (i.e., weather). Prior to neural net training, the severity of the
noise problem was investigated by studying the effect of identical modifications
on vibration changes (Avibrations) of different aircraft. One such set of results
is shown in Fig. 3 where adjacent pairs of bars represent changes in the x (cos)
and y (sin) components of A+B vibration that resulted from an identical set of
modifications to two different aircraft. The results indicate that, as expected, large
variations exist between the vibrations, and that in some cases the Avibrations
are so inconsistent that they actually differ in direction. This variation is caused
by inevitable dissimilarities between various aircraft and rotor blades, and non-
uniformity of flight conditions due to variations in weather. (Similar variations are
observed in A-B vibration measurements.)

The implication of noise for neural net training is illustrated in Fig. 4 where the
target for a set of inputs is not unique, but consists of many targets due to the
inconsistency of the data. The fact that one input is mapped to various targets
makes learning difficult, and the best that the net can do in such cases is to provide
mapping to a target that represents the average of all of the targets.

Generalization and Net Structure: Generalization is defined as the ability
of a trained net to correctly classify patterns not included in the training set.
Since in general only a finite number of input-output data is available for training,
the ability of the net to generalize to patterns it has not 'seen' will ultimately
determine its effectiveness. The issue of overfitting is particulary important in the
case of helicopter vibration because of the high level of noise in the training data.
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0.1

0(

-0.1

-0.2

-0.3
A+B Vibration (FPM,HOV,80,120,145,VH)

Figure 3: Avibrations of two aircraft caused by an identical set of modifications.

The complexity of the functions which can be learned by neural net models is
directly related to the number of hidden units. Therefore, an important factor
in generalization is the number of hidden units of the neural net (Kung and Hu,
1991; Rurnelhart et al,, 1991; Matsuoka, 1991; Whitley and Karunanithi, 1991).
The usual method of trial and error was used to determine the optimal number
of hidden units for each net. In these trials, the criteria for 'best network per-
formance' was the sum of the absolute error on a set of ten test patterns (i.e.,
patterns not used during training). As an example of generalization ability, test
results for the CONDENSED SIMULATION NET, in which 14 hidden unite were
uscd, are presented in graphical form in Fig. 5. It can be seen that although some
of the Avibrations are accurately predicted by the net, others, the 'FP1;1' reg-me
for example, are not well predicted. Such absolute comparison, however, is not ap-

Targets

Input ,

Figure 4: Illustration of one-to-many mapping faced by the CONDENSED SIM-
ULATION NET and VIBRATION NET due to noise.
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propriate in view of the large amount of noise present in the data In order to study
thfee results in the context of the existing noise, predicted Avibrations from the
CONDENSED SIMULATION NET (represented by the 'x') are compared agaitist
two t.grget sete of Avibrations that resulted from the same set of modifications
(depicted' by adjacent bars) in Fig. 6. The results indicate that the net's output
lies within the range of variability of its target values, and given the inconsistancy
of the data is in fact providing reasonable generalization. Note that the targets
here are from test cases that have not been 'seen' before by the net.

TargEt [] Simulated

0,1 COs SIN

-01C

..0,

A+ B Vibration (FPM,HOV,80,120,145,VH)

Figure 5: Predicted Avibrations by the CONDENSED SIMULATION NET
compared u,'th their target values.

0.3
x Simulated

0.2

0.1 -

-0.2 COS SIN

-0.3
A+B Vibration (FPM,HOV,80,120,145,VH)

Figure 6: Predicted Avibrat'ons by the CONDENSED SIMULATION NET
(shown by the 'x') compared with their multi-targets (adjacent bars).

Many alternatives to the method of trial and error for determining the number of

267



* : hi.dden units have been proposed. Some notable methods include determining the
optimal number of hidden units a priori through unsupervised learning (Sanger,
1991), pruning procedures (Rumelhart et al., 1991; Kung and Hu, 1991; Hertz et
al., 1991), and various cross-validation techniques (Wada and Kawato, 1991; Utans
and Moody, 1991). The effect of pruning procedures and the cascade correlation
algorithm (Fablman and Labiere, 1990) in predicting Avibrations by the CON-
DENSED SIMULATION NET was investigated (Taitel et al., 1992). The results
did not indicate much improvement over those obtained by back-propagation. To
avoid overtraining, in-training cross-validation was employed, which consists of pe-
riodically monitoring the performance of the net on the test set so that training
can be stopped once generalization (test set error) begins to deteriorate.

The number of hidden units and learning parameters for the four nets in the Track
and Balance system are given in Table 3. Some typical test results for the SE-
LECTION NET are shown in Table 4 indicating that the performance of the net
is quite good. Note that the SELECTION NET, contrary to the simulation nets,
performs many-to-one mapping of small regions ('clouds') of input space to specific
outputs. So, it provides better prediction.

Neural Hidden Learning Momentum Sigmoid
Net Units Rate Coefficient Range

Selection Net 10 0.3 0.6 0 - 1
Cond. Sim. Net 14 0.3 0.6 0- 1
Track Sim. Net 10 0.3 0.6 0-- 1
Vibration Net 8 0.3 0.6 0- 1

Table 3: Topology of the nets used in the system of track and balance.

Results: Ideally, the performance of the neural net-based system of track and
balance should be evaluated 'side by side' against that of the traditional method.
However, such an evaluation would eptail flying the aircraft with the modifications
from one method, measuring the vibration and track, undoing the changes, and
flying the aircraft with the modifications from the other method, so that their vi-
bration and track measurements can be compared. Unfortunately, such an exercise
is prohibitively costly and cannot be justified in production environment. A less
ideal approach would be to evaluate the performance of the system based on the
existing track and balance data, by comparing the system's simulated vibrations
and track with those obtained from the modifications of the traditional method.
However, that approach would have the problem of being biased towards the neural
net-based system by ignoring the inaccuracies of the simulated results. In order
to avoid misleading conclusions, the overall performance of the neural net-based
system was evaluated independently in production.

Track and balance data from an aircraft before the application of the system arc
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us Io Tab Hub Weights
S~_____i (10-' inche3) (ucs

Simulated -2 0 0 0
Actual 0 -2 0 0.005

I Simulated 110 -2 11 0 0.004 10 1 0
k 1 Actual 11 01-_f00041{Smulated 11-5 15 10.010 1-0.010 10 0

Actual -6l 0.010 1 -0.009 1 0I 0
Simnulae ~ 0.001 010 0

Actual 11 01 -5 110.0041 0[1 0 0

Table 4: Test results comparing the output of the SELECTION NET with its
target values.

shown in Table 5 in which the A+B '145' knots and 'VH' vibrations are above
the acceptable limit of 0.2 ips. To determine the required blade modifications, the
negative of the measured vibrations were specified as the 'desired Avibration' for
the Track and Balance System (see Fig. 2). The modifications determined by the
system and subsequently performed on the aircraft are shown in Table 6, and the
vibration and track of the aircraft after these modifications are shown in Figs. 7
and 8, respectively. The results indicate that all twelve vibration measurements
are within the acceptable range (below the dashed line in Fig. 7), and that the
majority of the track measurements have been reduced'. The results obtained are
indicative of the system's ability to tune the aircraft within one flight, which could
be rarely achieved with the traditional method.

Conclusion: A system of feedforward neural nets coupled with back-propagation
learning has been designed to deal with noise and nonlinearity of helicopter track
and balance. This system uses four neural nets to select blade modifications and to
simulate vibration aud rotor track resulting from the selected modifications. The
track and balance system has Thown some promising results and is currently under
investigation in production at Sikorsky Aircraft Company.

Acknowledgements: This research was supported in part by the National
Science Foundation (Grants # DDM-9015644 and # MSS-9102149).

'These, results were obtained from one pass through the Selection Net.

269

* i



- --

A Flight Vibration
i Regime " )A+B " A-B

______,Mag. Phase (deg.)[ Mg. (ips) ,Phase (deg.)
fp m 0.06 92 0.15 96
hov 0.05 155 0.03 289
" 80 0.04 268 0.04 350 J
120 0.16 346 0.01 344
_4_ 0.35 325 0.06 1 "261
vh 0.54 330 0.16 274 jJ

Flight Track (mm)
Regime Blade #

_ _ 2 13 1L4
f 1pm -4 6 -7 5
hoy -5 4 -4 5
80 -1 6 -8 4

120 2 11 -17 4
145 5 6 -28 17
vh 12 -2 -33 22

Table 5: Track and balance data recorded during an initial flight.

Push Rod Tab Hub Weights
(notches) (10 - ' inches) (ounces)

0 10 1-3 10 110 OT 0.008 -0.003 0 0 0 0

Table 6: Modifications selected to zero the vibration and adjust the track of
Table 5.

270

I



0.25

A+8 A..B

0.15-

01-
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Figure 7: Resultart aircraft vibration (magnitude only) due to modifications in
Table 6.

SLADElI BLADE 2 BLADES3 BLADE 4

0
-

Track (FPMkIOV,80.120,1 45,VH)

Figure 8: Resultant aircraft track due to modifications in Table 6.
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PREVENTING MECHANICAL FAILURES IN RESIN

TRANSFER MOLDING USING EMBEDDED SENSORS
AND NEURAL NETWORKS

irl Meissner Patrick Sincebaugh

U.S. Army Research Laboratory
Materials Directorate

Watertown, MA 02172-0001
meissner@cns.bu.e du

Abstract: One of the causes of mechanical failures in composite parts manufactured using
Resin Transfer Molding (RTM) is the voids or sit pockets introduced during the Injection
stage. This paper discusses an adaptive control technology using multiple injection ports
and vents for a more reliable injection process. Reinforcement learning is used to train a
Cerebular Model for Articuled Control (CMAC) type neural network to control multiple
injection points.

Key Words: Adaptive Control; CMAC; Embedded Sensors; Reinforcement Learning; Resin
Transfer Molding; SMARTWeave

ihroduction: The advantages of using composite polymer matrix glass fiber materials
Instead of traditional materials such as steel and aluminum are well known throughout the
muterials industry. Composite materials are stronger p. unit weight, and more corrosion
resistrnt than traditional materials. However, the widespread use of composites has been
hindeied by the lack of a cost effective manufacturing process. Historically, this has limited
the extensive use of composites to military and aerospace applications.

Composite parts are currently manufactured using either the Resin Transfer Molding (RTM)
or Autoclave Curing process. This paper will focus on a control technology that is being
developed to substantally improve the reliability of manufacturing composite parts via the
RTM process.

Resin Transfer Molding: The first step in
fabricating a composite part via the RTM
process is to develop a fiber reinforced
preformed mold of the part. The preform
is typically produced using fibers such as
glass or graphite. Next, the fibrous
preform Is Inserted Into a RTM tooing ;
device. This device is a mold, often
made of steel or aluminum, that is
specilcally designed to house the fibrous
preform. The mold Is designed with a
small number of ports and vents. Once Figure 1: Resin flow at two
the preform has been proprly ftted,t stages. Void formation due
mold Is sealed shut. A polymeric resin is to high permeability edges.
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then injected into the mold through the appropriate port(s). The Injection of the resin is
controlled by equipment that provides low pressure to the designated ports. As resin is
being Injected through the ports, the appropriate vents are opened. This forces the resin to
flow through the preform, and out through the vent. The proper opening and closing of the
ports and vents is critical in order to produce a defect-free part. Figure 1 depicts fiat plate
filling with resin and forming a void.

Once the preform is completely Impregnated (wetted) with resin, heat is applied to the to the
mold, changing it from liquid to solid. Once the part Is cured, it is removed from the mold and
is ready for machining.

The wide spread use of the RTM process is currently Inhibited by the high scrap rate, and
therefore high cost, associated with the process. This can be attributed to the lack of control
that Is currently available with the RTM process. The proper manipulation of the ports and
vents is critical in order to produce a defect free part. Unfortunately, the injection processes
Is not well understood. Thai efore, the fabdcaticn of a composite part using the RTM process
is highly dependent upon the experience and skills of the individual operators. 112)

SMART Weave 8ensoy Systm; In order to control the RTM process, a sensor system
must monitor the flow of resin as it impregnates the preform. The U.S. Army Research
Laboratory, Materials Directorate, has completed the first step by developing an economically
viable technology to monitor the resin flow. The resin flow monitoring system, known as the
SMART (Sensors Mounted As Roving Threads) Weave system, is a sensory grid comprised
of an electrically conductive material (is. graphite fiber). The conductive fibers are embedded
within the composite preform by weaving them into the preform cloth during fabrication. The
cloth is layered so that a gap exists between the conductive fibers which are aligned in the
X and Y directions forming a grid. As the resin flows past a grid junction, It completes a
circuit. The position of the resin flow throughout the preform can be obtained by utilizing a
multiplexing switching system to acquire data from each junction.

Multiple Point Control: When a new mold is designed the
ports and vents are positioned for the most reliable fill K V V
rate in a costly trial and erio, process. Finding the right
port positions can take a long time because each part a'
may take several hours or days to complete. It Is K ()
expensive because a part can cost several hundred
dollars in labor and materials. K K K
This problem can be bypassed by using a large number
of ports and vents which cover the entire mold. This i,9ze . 8 Ports
does two Important things. First, the port placement 1 Vent
stage can be largely skipped, second, a much higner
degree of control uver the local flow can be achieved. Additionally, this allows a higher
Injection rate and shortened fill time.

However, using many ports and vents Introducss several new problems. Multiple Injection
points may cause converging flow fronts which trap air and Is likely to cause voids. With
tons or perhaps hundreds of ports and vents to control, an operator may have a difficult time
koeping up with the changing state of the mold. Ports and vents may need to be turned
rapidly on and off at several widespread points. The operator may not know what to do since
this technique has not been widely used and RTM dynamics are not well understood.
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An automatic and reliable injection controller is needed for a multiple port architecture. rhe
nature of the problem, with tens or hundreds of inputs, tens of control variables and poorly
understood dynamics preclude traditional control techniques such as dynamic programming.
12] Using SMARTWeavp to sense the position of the resin within the mold and multiple ports
to effect the flow path, reinforcement learning enables reliable filling of the mold.

....... Porous Media Simulation: A simple porous media
- simulation(PMS) based on Darcy's law[5,6 ] was written

to provide a training set for the leaming algorithm.

- -The simulated mold was a 2 dimensional plate
'- --- -n - represented by a 9 by 9 grid of cells. The amount of

- - - Iresin at each cell C, Is M. At each time step, velocity
I-- - Is calculated based on Darcy's law V¢,. - u. 6P,,,,.

f(APj,, where V4,w is the velocity of the resin between
Figure 3: 9X9 Plate C4 and C.; u, is the permeability of C,; AP4, - MI -*

Mwn Is the local pressure gradient between C, and C,,;
and f(P,,,) is a sigmoid function to account for the

penetration effect. The function f was 1/(1 + eA((3-3*u.,) -(MV,-M,,J)) to reflect the difficulty
in entering a cell at low pressure differences. Note that C,. is one of the eight neighbor cells
of C. The flow of the resin is based on the following rule.

If (MO > .5) and (V,,. 0) then AM - (M/8)V4,m. This created realistic flow effects based on
local interactoons.

Resin fiow

m | ! ] Pil,krr ,. (Mij- Mkn)

Vij km'- UkrnA Plj,krn f(A PiJ,km)

i AM (MjVkrm)/8

C1( Ckm
Figure 4: Mass transport from one cell
to another

The fiber preform is one of the main sources of variability within the mold. Perneability in
a preform can only be Inferred by the behavior of the flow. It acts as a hidden variable as
the system transitions between states. The permeability around the edges is often 10 times
the permeability of central portion of the preform[12]. Varlations of the fiber preforms were
encoded by varying the value of u, for each cell. A database of randomly generated
permeabilites was used to train the controller. The permeability of cells on the edge of the
mold were randoinly distributed between 0.65 and 0.95. The permeability of cell on the
Interior of the mold was uniformly distributed between 0.05 and 0.15. This created edge
effects. Resin tends to take the path of least resistance and rush around the edges leaving
the Interior dry.

The simulation was iun until the mold was filled, a void was formed or Umc ran out. A void
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was present if an empty region of cells was cut off from the vents by the resin.

Many real world RTM dynamics such as momentum, temperature and curing were Ignored
for the sake of simplicity and soeed. This simulation c~p&., res some important aspects of
void formation and demonstrates that reinforcement learning can reliably fill an RTM mold.
One of the goals of future work will be to use a more cealistic simulation to train the neural
network.

Reinforcement Learning: Hard control problems such as autonomous vehicle navigation [81,
computer network routing[9j, and control of an arc furnace[1 0] have been implemented using
Reinfoicement Learning. This technique offers the capability to learn to predict and control
tasks which extend over time based on a set of goal states and a function which determines
how good or bad a particular goal state is.

The prototypical temporal difference problem consists of a series of transitions between
states. For example, as the resin impregnates the mold, more and more cells have resin in
them. Every time the amount of resin is changed, a new state is entered. Effectors, the
ports or vents, are turned on or off based on the estimated utility of taking various actions.
Eventually a terminal state Is reached and the system receives a payoff. The molded part
is either defective or sound. The system must predict the likelihood of the payoff given a
particular state-action in the mold.

Given a series of states, the neural net must solve the temporal credit assignment problem
to predict the eventual outcome, z. The temporal credit assignment problem is the question
"Which state-action pair was most responsible for the outcome?" At each time step the net
has access to the current prediction and the previous one. Learning Is based on the
difference of successive predictions. If there is a large difference, a large amount of learning
takes place. If the expectations of the system are met, the predictions are close and very
little learning takes place. At each state S1, S2... S, the network makes a prediction of the
utility 0,, 02...0. Learning at each time step is proportional to the difference Ok, - O k

weighted by the reinforcement function. Over time the net converges to good estimates of
the utility.

This pseudo-algorithm outlines training regime

1) Initialize the simulation with a randomly chosen preform
2) Sample the state of the mold and present the Input to the net
3) Calculate the output of the not
4) Turn the effectors on and off based on output and the exploration algorithm
S) Update the PMS mold one time step.
0) if (the mold Is not finished)

goto 2
olas

7) reinforcement. the part Is sound 1; the part is defective 0
8) Train MPC based on the diforence of successive estimations
9) if (the net hes not converged)

start a now trial - 2oto I
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Muple Point Controller (MPC): When building a learning system to solve a practical task,

problem dependent knowledge is built into the system. This restricts the generality of the
learning algorithm but is often nefded to make the problem sol,:ble.

The MPC needs to solve two difficult problems. First it needs to find a robust enough
strategy to be able to account for random variations In permeability which affect the flow.

Second, the MPC must coordinate multiple ports and vents to prevent converging flow fronts
and voids.

The neural net could be trained by hooking it directly to a mold and allowing It to train on a
real mold. However, real resin is slow, toxic, hard to clean up, and expensive so the MPC
was trained with the PMS computer program which can fill a simulated mold in a few
seconds. A trained neural network could then control actual hardware. Figure 5 shows one
possible hardware configuration.

ue :(aaa TS, VENTS)

Th Pgure : MPC and a S goART eeave sensor

The Inputs for the MPC are restricted to the Information available to a system using
SMARTWeav' . MPC only knows whether or not there Is resin at each call and the state of
each effeo;,z,. An effector refers to e~ther a port or a vent. The effectors can be either on
or off. This gives 81 Inputs and 9 effectors for the Oxg plate simulation with PMS.

i The MPC uses a CMAC type neural network. A good reference on CMAC Is (13] by Miller

using CMAC for real-time control in robotics. This neural acts much like a lookup table with
generalizaton. The input space is tesselated into boxes. Given an input, the output is the
entry in the corresponding boxes. Generaflzatlon allows neighbor boxes to be trained and
to affect the output.

The MPC consists -f 9 pairs of CMAC, one pair per effector. Each pair of CMAC represent
the predicted utinty of tuming thb effector either on or off.
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Each CMAC has two inputs. The first input ranging 0 to 19, Is a local measurement of howmuch the resin has covered the area around the effector. This tells the CMAC if it is

cOn Or.

Goba i

J-

Figure 6: A pair of CMAC
Sconnected to one effector. The

3x3 and 3x9 input fields are

shown.

covered with reL;,1. Each cell containing resin in the 3x3 area around the effector is counted.
If the central cell with the valve in it is covered, then 10 is added to the count.

The second input is a global measure of the flow front. The vent Is on the right in PMS so
the resin should flow from left to right. The second input ranges from 0 to 9 and is a count
of how far to the right the resin has flowed in the 3x9 row that the effector is in vs. the rest
of the resin. This encodes information about the way the resin is supposed to flow. It
reduces the generality of PMS because it is specific to this type of mold.

The output of each pair of CMAC is an estimate of the utility for turning the valve on or off
at each of the nine respective control points. If MPC is trained, then the control strategy is
simply to take the action at each effector with the maximum predicted reinforcement.

However, Initially the MPC is untrained and the estimate is very poor. During training It is
necessary to occasionally Ignore the estimate and explore the effects of novel control
actions. When the output of the on/off pair was close, the network was Judged to be
uncertain In its preference and one of the actions was chosen at random.

278

I



Once an action was made, that effector continued that action until the Inputs transition to a
new state. Then the CMAC estimated the utility for turning that effector on or off.

There was a small but finhe chance that all the ports would tum off. If this happened the
central left port was turned on.

The reinforcement function was vey simple for this task. If the mold was completely full
then R - 1 otherwise it was 0. This punished the formation of voids or very slow injection
strategies.

Results: There were three different sets of experiments done.

Simulation 1: 1 Port 1 Vent. The port was located at cell 1,4. The vent was located at 8,4.
Several different hardwired control strategies were tried to fill this mold as well as training
with the neural network. They all failed. Voids always formed in the low permeability inteior
while the resin flowed around the edges. There were insufficient ports to control the local
flow behavior.

Simulation 2: 6 Ports 3 Vents. The pors were at (1,1), (1,4), (1,7), (4,1), (4,4), (4,7) and
the vents were at (8,1) (8,4), (8,7). This mold could usually be filled by turning on all the
ports. The resin filled the left half and the flowed right. The two corner vents prevented the
resin from sweeping around the edge and forrming a void. MPC would conveige to a control
strategy which could reliably fill the mold after an average of only 62.3 training trials over 10
runs. The time to fill the mold by turning on all the ports was 188.8 time steps while the
trained controller took about 198.3 time steps on average.
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Simulation 3: 8 Ports and 1 Vent. Tho two comer vents of the previous configuration wsre
now ports. The resin tended to rush around the edges unopposed and form dry spots in the
center. A simple strategy of just turning on all the ports would foot work In this case and
never filled the mold. MPC was able to converge to a strategy which would relintbly fill the
mold after an average of 1227.2 training trials over 10 runs. The time to fill the meid was
on average 178.2 time steps. Qualitatively it seemed to converge to the same stable
strategy each time. It would fill the corners quickly but then turn off the corner ports. It
would then carefully fill in the central portior moving left to right, finally turning on every thing
when there was a contained bubble around the vent. Figure 10 shows MPC converging after
680 trials. The histogram shows how many trials ended in failure per block of twenty trials.
For a long period of time the controller always fails. Around trial 650 it stabilizes a strategy
that works and quickly stabilizes to it.

Number of trials that ended in a void per twenty trials

2 5 ....... .. .. . .. . .. .. . . .. . .. .. . . .. .. . . .. . ...................... . .... ......................... ................. ....... .. ..

20 ............... ..............

15

10

5

100 200 300 400 500 600 680

20 trial bins over time

ligure 10: The MPC is trained to r ue voids
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Conclusions and Future wok: The MPC control waq able to converge to a reliable control
strategy which prevented void formation. This project is the first pass at the problem of filling
the mold to minimize mechanical failure. Much work remains to be done. As already
mentioned the reaism of the mold simulation will be improved. Coordinated efforts to
Improve the simulation are ongoing with the Army Computing and Information Center.

This study was focused on demonstrating that an adaptive control strategy was capable of
reflably filling the mold with multiple injection points. dditional Improvements could be made

S by attempting to optimize the controller for filling speed. The could be done by making
S reinforcement a function of speed.

S Finally an effort will be made to make the controller generic enough to work on a variety of
i different mold topologies. Presently it will only work on molds that ir has already been

trained on.

Appendix A: Formal Delfinlions: This appendix is meant to formally define Reinfcrcement
Learning. Let s(t) be the state of the system at time t. Let S be the set of states s. Let
s(t+1) a T(s(t)), {s(t), s(t+1)) e S be the transition from s(t) to s(t+l). Note that T may be
based on some hidden probabilty such as the permeability. Let r=R(s) scS, be the
reinforcement function. By convention R will be non-zero only for goal states g GQS. The
larger the reinforcement value r, the better the goal state is, the lower r is the less desirable
g is. The utility of a state U(s) is the total discounted r of the future path through the state
space. The path is the tuple (s(t+1), s(t+2),...s(t+ao)) resulting from the iteration of T on S.
The utility is typically discounted with an exponentially decaying function over the path

U(s) -

where 0< .I. Reinforcement Leaming is the estimation of the utility U(s) for all S based on
a training set of paths and their reinforcement values (1, 2, 111.

This learning law was

c[R(t)+Oi(t+ 1)-Oj(t)J nW I j a i,, w e t
at time 01 and t rmepoefy

AWj.. -
0 oger4,

where AW1 .. is the entries in the activated hypercube of the CMAC, (x !s the learning rate,
and O and O,., are the outputs at time t and t01 respectively. This rule Is similar to Watkins'
Q-Leaming11], especially when the generalization radius of the hypercube is 0.

CMAC used a number of Internal parameters. (x w 0.86/(volume of the hyper-cube). When
the radius was 0, the algorithm was very similar to 0-Leaming. The weights of the receptive
fields are initialized to ll(volume of the hypercube) This biases the net to try novel actions.

Dyan has shown that similar laws will converge to U(s(t)) the estimated utility for state actiorn
pairs 13,4]. Given even an approximate estimate, a fairly good controller can be constructed.
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PATTERN CLASSIFICATION OF VIBRATION SIGNATURES USING
UNSUPERVISED ARTIFICIAL NEURAL NETWORK

Joung K. Kim and Young S. Shin
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Monterey, CA 93943

Abstract: Unsupervised artificial neural netwuiks play an increasinigly important role in
the pattern classification of vibration signals as a tool for machinery condition monitoring
and diagnostics. A major advantage associated with neural networks lies in the fact that
the method does not require any explicit apriori statistical information. This paper
describes the use of unsupervised artificial neural network for the pattern classification of
vibration signatures. The Adaptive Resonance Theory (ART2-A type) paradigm of
artificial neural network is applied in this study. Unsupervised learning is a far more
plausible model of learning for the pattern classification problem which does niot require
fault condition data. ART2-A type algorithm is selected due to its desired design princi-
ples such as unsupervised learning, stability-plasticity and search direct access.

Key Words: Adaptive resonance theory; Artificial neural network; node; Pattern; Super.-
vised learning; Unsupervised learning; Vibration.

Introduction: Artificial neural netwock, simply neural network, is a parallel processing
system consisting of nonlinear processing elements (nodes) interconnected by fixed or
variable weights. The system can be designed to generate arbitrarily complex decision
region for specific mappings. Hence the system is well suited for use as detectors and
pattern classifiers. Neural network is data-based rather than rule based, thereby possess-
ing the potential of being able to operate where analytical solutions are inadequate. It is
reputed to be robust and highly tolerant of noisy data.

Neural network paradigm falls into two classes: supervised and unsupervised learning.
Supervised learning (1 requires a pair of each input vector with a target vector which is
associated with the desired output. We call this a training pair. Training and adjusting
neural network weights is accomplished by sequentially applying the input pairs. When
an input vector is applied, the output of the network is calculated and compared to the

283I ~ --- ~--.-~----



corresponding target vector, then the difference is fed back through the neural network
and weights are changed according to a learning algorithm that tends to minimize the
error. The vectors of the training set are applied sequentially, and errors are calculated
and weights adjusted for each vector. The neural network weights gradually converge to
values such that each vector produces the desired output vector. Future inputs which are

similar to those in the training sample will be classified appropriately.

Despite many successful application [2,3,4,51, supervised learning has been criticized as
being biologically implausible. Unsupervised learning is a fat more plausible model of
learning in the biological system. tiuman being are able to learn many new things
without necessarily forgetting things learned in the pvst. It is one of the nice features of
human memory. Supervised neural network will tend to forget old information if we
attempt to add new informations. Supervised learning counts on a target vector for each
input of the training pair. This technique is very useful, and in some ways rclated to the
human learning process. However in many applications, it would be more beneficiat if
we could ask the neural network to form its own classifications of the trairing data.
Developed by Kohonen [61 and Carpenter and Grossberg [7,8,91, it requires no target for
the outputs, and hence no comparisons to predetermined desired output. The training set
consists of input vectors only. The unsupervised learning algorithm modifies the internal
state of the neural network to model the features found in the training data. Unsupervised
learning uses the neural network as a self-organizing classifier. Decision regions are
constructed in light of similarity of the input exemplars. It requires no target vector for
the outputs, and hence, no comparisons to predetermined ideal responses.

Most neural network paradigms are plagued by a problem known as the
stability-plasticity dilemma, faced by all intelligent systems capable of autonomously
adapting in real time to unexpected changes in their world. This dilemma is stated by a
series of questions 1101: How can learning systems be designed to remain plastic (the
learning state where the internal parameters of the network can be modified) or adaptive,
in response to significant inputs, and yet remain stable (a fixed classification set) in
response to irrelevan, inputs? Hcw does the system know how to switch between its
stable and its plastic modes? How can the system preserve its previously learned
knowledge while continuing to learn new things? In a bacvpropagatior neural netwok,
for example, the training vectors are applied sequentially until the network has learned
the entire set. If, however, we are trying to add a new training vector to an aheady trained
network, it may have the catastrophic side-effect of destroying all the previcus learning
by interfering with the weight values. With training times for large networks requiring
considerable amounts of computer time (hours, even days) this is a serious limitation. A
developing theory called Adaptive Resonance iheory (ART), suggests a solution to this
problem. The major feature of ART, proposed by Grossberg and Cr'lenter [7,8,91, is the
ability to switch modes between plastic or adaptive and stable, withlout detriment to any
previous learning.

To characterize the vibration signatures, time, frequency, and time-frequency domains
are commonly used. Both stationary and non-stationary signals of the time domain are
used as an input feature set for the neural network. A simulation program was written
and the results of the study shows that ART2-A type algorithm is not only able to learn
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and distinguish the patterns from each other but also fast despite the high dimensional
input pattern. This paper addresses the pattern classification of vibration signatures using
ART neural net model. A complete step by step algorithm of ART2-A type neural net-
work is presented and examples are demonstrated.

Adaptive Resonance Theory: Adaptive Resonance Theory (ART) architectures are
neural networks that carry out stable self-organization of recognition codes for arbitrary
sequences of input patterns. According to ART theory, adaptive resonance occurs whenthe input to a networ-k and the feedback expectancies match. It accepts an input vector

and classifies it into one of a number of categories depending on which of a number of
stored patterns it resembles. The ART neu:al network compares a given input with pre-
viously encountered patterns. If the input pattern is similar to a stored pattern within a
specified tolerance p (the vigilance), it will be classified into the same category with that
pattern. And the stored pattern is adjusted to make it still more like the input pattern
depending on the learning rate 1. On the other hand, if the input vector does not match
any of the previously presented patterns, a new category will be assigned to the given
input by storing a pattern which is the input vector. The sensitivity of the neural network
is adjusted with the vigilance threshold. High vigilance threshold will increase sensi-
tivity, reduce errors and generate a large number of categories. The number of assigned
categories, on the other hand, can be reduced by selecting low vigilance threshold. How-
ever, errors will increase An optimal vigilance threshold creates a reasonable number of
categories with minimal error.

Two distinct network models based on ART are ART-I and ART-2. ART-I [7] is
designed to accept only binary input patterns, whereas ART-2 [8], a later development
that generalized ART- 1, can proceis both binary and analog inputs. The ART2-A [9] is
an efficient algorithm which modela the essential dynamics of the ART-2 analog pattern
recognition neural network, The ART2-A system accurately reproducing the behavior of
ART-2 in the fast learn limit, and sharply delineates the essential computations per-
formed by ART-2. ART2-A ran approximately three orders of magnitude faster than
ART-2 in simulations on conventional computers thereby making it easier to use in solv-
ing large problems. The ART2-A algorithm also suggests efficient parallel implementa-
tions.

The ART network relies on details of architecture far more than most other neural net-
work paradigms. The layers of the ART network have different functions unlike the
fairly homogencous layers of the multilayer perceptron or Kobonen networks. And there
are external parts to the layers that control the data flow through the network. Because of
this, it is probably worth explaining the ART-2 architecture first, before going on to
describe the ART2-A type algorithm in detail.

ART-, Architecture: The ART neural network is shown schematically in Figure 1. It
has three layers: the first is the preprocessing layer F0 , the second is the
inputicomparison layer F, and the third is the output/category layer F 2. The F, and F 2
layers are connected together by both bottom-up from F, to F 2 and unlike most other
networks, top-down from F2 to Fl. The bottom-up and top-down weights between F,
and F2 layers are fully connected. ART-2 neural network has bottom-up weight vectors
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from F I layer to F 2 layer and top-down weight vectors from F 2 layer to F, layer.

F 2 Output/Category Layer

[O0000000

7 /Vigilance

F, lntput/Coparison ayer

O0000000

F0 Preprocessing Layer

nput

Figure 1. ART-2 Architecture

The functions of preprocessing layer F0 are noise suppression and normalization. F0
layer receives and normalizes either binary or analog input vector. Next noise suppres-
sion and contrast enhancement is done by a piecewise linear signal function defined by

x if x > 0

I 10 otherwise

The threshold e is assumed to satisfy the constraints 0 < 0 < l/bK so that N-dimensional
input vector is always nonzero if input vector is nonuniform. Next this vector ,s normal-
ized again and send to input/comparison layer field F 1 . The functions of the F 1 field are
contrast enhancement, noise suppresion, matching, and normalization. F I is composed of
three sublevels, for receiving bottom-up input pattern, for receiving top-down expecta-
tion and for matching the bottom-up and top-down data. The F I layer feeds the bottom-
up weights, reads, normalizes top-down input, and matches patterns.
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The output/category layer F2 serves to classify the input vector. Each node in F2 layer
computes an inner product between its weight and output vector from F I. The node
which has the largest output will win the competition and it inhibits all other nodes in the
layer.

There are also a reset module among F 0, FI, and F 2 layers. This plays a vital role in the
neural network: it performs more than simple a reset function for output nodes. The reset
module measures the similarity between input vector and best matching examplar vector.

When the j-th F 2 node is chosen as a good pattern match to the input pattern, the top-
down and bottom-up weights need to be adjusted. Two kinds of learning could be dis-
tinguished in ART-2: slow and fast learning. In slow learning, an input vector may be
applied so briefly that network weights do not have enough time to reach their asypmtotic
value during single presentaion. On the other hand, in the fast learning, the input vectors
are applied for a long enough time that the adaptive weights can approach their final
values. If they differ by more than the vigilance threshold, a reset signal is sent to dis-
able the firing node in the output/category layer. Thus, the vigilance parameter deter-
mires whether a new class pattern should be created for an input pattern. This is the basic
architecture of the ART-2 network.

ART2-A Type Algorithm: ART2-A algorithm is a wide range of implementation that
adheres to the spirit of ART-2 neural network while they differ greatly in detail. The
implementation that follows is based on ART2-A algorithm, with certain aspects changed
for compatibility with Capenter, Grossberg and Rosen [3]. The following is the ART2-A
type algorithm. The algorithm selects the first input as the exemplar for the first cluster.
The next input is compared with the first cluster exemplar. It is clustred with the first if
the cosine of the angle between input and the first cluster exemplar is greater than a vigi-
liance threshold p. Otherwise it is the exemplar for a new cluster. This process is
repeated for all following inputs. The number of clusters depends on both the vigiliance
threshold p and the Euclidean distance metric used to compare inputs to cluster exem-
plars.

Step 1. Initialization:
Set the noise compression ratio 0

o < o< IK T

where N is the order of input vector 10.

Set the vigilance threshold p

0<p: 1

Set the learning rate

o3 <.

The fraction p is the vigilance threshold which indicates how close an input must be
to a stored exemplar to match. High value of p leads to finer categories. On the
other hand, low vigilance causes the grouping of input patterns to coarser
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categories. Learning rate I ranges from 0 to I. Setting 1 equal to 1 gives ART2-A
into fast learn limit. Setting I0 equal to 0 remains the weight vector constant once a
node is winning.

Step 2. Apply New Input Pattern Vector:

I" = [o1 "IN--I IT

Step 3. Preprocessing: Normalization and noises suppression
I0

o if Xi > 0

v = Fox where (Fox)i otherwise

If the input vector is the first input vector of neural network, then go to step 7.

Step 4. Compute Matching Scores
N-I

j = I Zj = I Oj<_M-I
i =0

In this equation pj is the output of output node j and zj is weight vector. M is the
number of the cluster exemplar in the output/category !ayer which is initially equal
to zero.

Step 5. Select Best Matching Exemplar

Vt = max (pAj)
) j <M

If more than one node is maximal, choose one at random.

Step 6. Vigilarice Test
If pj p where p is constrained so that 0 < p : 1, then the best matching node j
selected in Step 5 remains constant. Then go to Step 8.

Step 7. Reset

j is reset to the new cluster node with index M and set
Z( ne w ) - I.

M=M+I

Go to Step 9.

Step 8. Adapt Best Matching Exemplar

If I is one of cluster exemplar, then
if Z(o) > 0IP -- "€ - w here ~i i tzj "

A.1. weotherwise

w = fY'+(Ipzo)
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Z(new) = W

IIwII
where z °ta) denotes the weight vector of zj at the start of the input representation,
and 0<1< !.

Step 9. Repeat by Going back to Step 2

ART2-A type Processing Example: A numerical example will be given for ART2-A
type algorithm that is to be categorized as follows. We consider three simple input vec-
tors: [ 1.0 0.0 1.0 1, [ 0.9 0.2 0.8 ] and [ 1.0 1.0 0.1 ]. For this example, the initial
parameters will be set at 0 = l/ 3 = 0.5774, p = 0,8, and l3 = 0.01 respectively.

I z Category
0.7071 0.0 0.7071 0.7071 0.0 0.7071 0
0.7474 0.0 0.6644 0.7075 0.0 0.7067 0
0.7071 0.7071 0.0 0.7071 0.7071 0.0 1

Table 1. ART2-A type Classification and Adaption

To follow this table, first input vector [1.0 0.0 1.01 is normalized and suppressed noise
from Step 3 and then go to Step 7.

_0 [1.0 0.C 1.0 = [07071 0.0 0.70711
x-11101i= 1.4142

v = Fox = [0.7071 0.0 0.707 11
V

I= I- =[0.7071 0.0 0.70711

By step 7, the node 0 is selected as the exemplar for the first clu ter 0. So z0 has weights
[0.7071 0.0 0.7071 Now the second input vectoi is applied to the neural network.
From Step 3,

I1 0.9 1[0,7373 0.1638 0.65541
! 1.2207

v = Fax = 10.7373 0.0 0.65541

since second element is less than 0. Next, the noise suppressed input vectr is normal-
ized again using

v !0.7373 0,06554]
i= = A-3-7-.0 0 --65- =-10.7474 0.0 0.66441

V 0.9865

Since we have only one cluster exemplar, wc compute

k) = Izo = [0.7071 0.0 0.7071 J[0.7474 0.0 0.66441" = 0.9983

and best matching exemplar becomes p*. From Step 6, since i' = 0.9983 > p = 0.8,

best matching node 0 remains constant. From Step 8, compute TY = 1 using
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Iifz Z(,Id > 0

{0 otherwise

So 41' = [0.7373 0.0 0.6554]. And adaption is accomplished by
w = 1'P + (~3zod

=0.01410.7474 0.0 0.66441 + 0.99x[0.7071 0.0 0.7071]

-[0.7075 0.0 0.7067]

Finally, the new z0 = [0.7075 0.0 0.7067] is obtained by normalizing the vector w. Now
apply the third input pattern ( 1.0 1.0 0.1 ] to the neural network. From Step 3,

10 _ 11.0 1.0 0.=1 [0.7053 0.7053 0.07051
111011 1.4177

v = Fox = [0.7053 0.7053 0.0]

since the third element is less than 0. Next, the noise suppressed input vector is normal-
ized again using

I v = [0.7053 0.70530.01 = [0.7071 0.7071 0.0]

11vII 0.9975

Since we have only one cluster exemplar, we compute

po - Izo = [0.7071 0.7071 0.0][0.7075 0.0 0.70671T = 0.5003

and best matching exemplar becomes po. From Step 6, since p0 = 0.5003 < p = 0.8, the
neural network reset to the new cluster node with index M = 1. From Step 7, the weight
vector z, becomes (0.7071 0.7071 0.01.

Examples and Discussions: In order to explore the behavior of ART2-A type neural
network algorithm in a machinery diagnostics environment, we use three groups of sta-
tionary and non-stationary signals; (1) Harmonic waves, (2) Composite signals, (3) Har-
monic wave with some glitches. Any pattern classification attempt should be preceded by
a feature analysis phase. This is true even for ANN based pattern classification. In the
present research, the time domain data of signals is proposed. Each data of signals was
sampled at 1000 Hz.

1. Harmonic Waves: In this section we will present classification of harmonic data in
time domain. We used pure sine waves with frequency component (A) 30 Hz, (B) 60 Hz,
(C) composite signal with two frequency components 30 Hz and 60 Hz, and (D) shifted
signal with 30 Hz frequency component. We sampled by forming a time ayis for our data,
running from t - 0 until t = 0.255 in steps of I millisecond.

To evaluate the performance of the ART2-A type neural network, the inputs, indexed in
the left column of Figure 2, were presented in the order A, B, C, Tn. PO is the input vector,
I is the normalized and ni ises suppressed vector of PD. zj is adapted weight vector of
winning cluster node J at the end of each input presentations. Second column in Figure 2
shows the four patterns after preprocessing for the input patterns respectively, Each input
pattern I° contrasts with the each pattern I in Figure 2 due to the fact that the pattern
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troughs are below the noise level defined by signal threshold 0. In fact, 0 is set equal to
IN where N = 256 is dimension of input vector. The ART2-A type simulation
categorized the four input patterns into 2 catego'ies. The pattern A and D are in category
0 and the pattern B and C are in category 1. The two subplots at the bottom of third
column shows how the weight adaptions are accomplished after the best matching exam-
plar is selected.

InputIndex II z J

*2 0.2 0.2

A 0 0.1 0.1 0

0-2 0
0 0.05 0.1 0 50 100 0 50 100

0.2

2 0.21

B 0 1I0.1 IJJ o.;j10 lj
-2 00 50 100

0 0.05 0.1 0 50 100

22 0.2

C 0 0.1 0.1

-2% 0 0
0 0.05 0.1 0 50 100 0 50 100

D 0= MA 0.1 0. 1 o

D 2 0 U
0 0.05 0.1 0 50 100 0 50 100
Time (rnsec) No. of Pts. No. of Pts.

Figure 2. ART2-A type simulation for harmonics (p = 0.5, 1 = 0.1)

Table 2 shows the result of the impact of the vigilance parameter on the sensitivity of the
pattern matching of the ART2-A type neural network. The neural network is capable of
distinguishing these patterns apart properly. As shown in table 2, the pattern A is
assigned to category 0, the pattern B and C are in category 1, and pattern D is assigned to
category 2 for vigilance parameter p < 0.6. For p > 0.6, all the patterns assinged to dif-
ferent category. On the other hand, Pattern A and D are assigned to different category
for any vigilance parameter even though the two signals are same except shifted. From
this results shows that when we use the time domain data as an input pattern of neural
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SVigilace Category
0.30 0 10
0.40 01 10
0.50 01 10
0.60 0123
0.70 0123
0.80 0123
0.85 0 123
1. 9 0 0 12 3

0.95 0123_

Table 2. Result of clasification for different vigilance threshold
for immionics

network, synchronized samplin , must be performcd.

2. Composite Harmonic Wave: We tested the three sets of signals: (A) th,- sine wave

with stepwise frequency changes, 50 Hz, 25 Hz and 10 Hz, (B) composite signal with
three frequency components 50 Hz, 25 Hz and I0 Hz, and (C) composite signal with three
frequency components 35 Hz, 25 Hz and 10 Hz. We sampled by forming a time axis for
our data, running from t = 0 until t = 0.511 in steps of I milisecond.

To evaluate the performance of the network for learning and differentiating patterns A,
B, and C, we tested the three sets of data of 512 dimensionality, each in order "ABC" as
one input file. Figure 3 shows the three patterns after learning for the input patterns
respectively. Each input patterns I in Figure 3 contrasts with each pattern I due to the
fact that the pattern troughs are below the noise level defined by signal threshold 0. The
simulation shows the neural network differentiates the pattern A as a different patter,
from the pattern B and C.

Table 3 shows the result of the impact of the vigilance parameter on the sensitivity of the
pattern matching of the network. The network is capable of distinguishing these patterns
apart properly. As shown in table 3, the pattern B and C are in category 1, and pattern A
is assigned to category 0 for medium vigilance. For vigilance p 2 0.7, All the patterns
assinged to different category.

3. Harmonic Waves with Some Glitches: The interesting phienomena on the signal
with abnormal components as a fault were investigated. The general rotating machinery
has a periodic signal pattern in time domain. Figure 4 shows the plot of the signa!s with
abnormal glitc.hs at a small region of the time record: (A) is the time signal witt, one
glitch component, (B) is the time signal with two glitch components, (c) is the time s-g-
nal with three glitch components, and (D) is the pure sine wave with 10 Hz frequency ;
components. In this section we will present classification of the signal with an abnormal
components as a fault in time domain. Each signal was sampled with 256 tim.e data
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Input Index ! zj J

, 02 0.2F-
2LA 0.1 010
2 0 0

0 0,5 200400 200400

B20 0.1 0.1 1

01 06-4
o 0.5 200400 200400

210

0 0IJ~
0 0.5 200400 200400
Time (msec) No. of Pts. No. of Pts.

Figure 3. ART2-A type simulation for composite harmonics (p = 0.S, 0 O. 1)

VigilanceI Category
0.30 10)
0.40 001
0.50 01 1
0.60 0 i
0.70 0
0.80 01 2

0.85 012

L 0.95 
012

Table 3, Result of classi':cation tor different vigilance parameter
for composite harmonics

points by forming a time axis for our data, rurining from t 0 until t = 0.255 in steps of 1
millisecond.
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Input Index 10 z.

A O.0.2

- 0 j~
001010000 100200300

20 j 0.2 0.2 ZI
0.1 0.1 0

-2 0 0
0 0.1 0.2 100200300 100200300
C 00.2 0.2

_ _0.1 0.1 0
-2*-V ... j0 0

0 0.1 0.2 100200300 100200300
.21

0 0. 1 0.2 100200300 100200300

Time (msec) No. of Pts. No. of Pt$.

F igure 4. ART2-A type simulation for harmonics with glitches

2t

jjWe tested the four set; of data of 256 dimensionality, each in order "ABCD" as one inputjfile. Figure 4 shows th. plot of the four input patterns I° and / after learning for the input
patterns and z. adapted weights of winning node .J respectively.

As shown in table 4, the pattern C, which has three glitch components, is differentiating
as a different patter compared with patterns A, B, D for the vigilance p = 0.9. For the

vigilance p = 0.95, the patterns A and B are assigned to category 0, pattern C aid D are
assigned to category 1. These results shows that the feature representation in time domain

work.
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Viailance Category
0.40 0 00 0
0.50 0 00 0
0.60 0000
0.70 0 00 0
0.80 O0000
0.85 0 00 0
0.90 0010
0.95 o i 1 o

Table 4. Result of classification for different vigilance parameter

for harmonics with glitches

Conclusions: In this paper, the behavior of ART2-A type neural network in a machinery
diagnostics environment has been discussed and demonstrated. A simulation program
was built and tested. The synthesis of this ART network do not require any apriori sta-
tistical information. The result of this study shows that ART2-A type algorithm is not
only able to learn and -distinguish the patterns from each other also fast despite the high
dimensional input pattern. The training process is fast and the actual classification can be
performed in real time. The analysis of results indicates that the vigiliance threshold,
plays a critical role in ensuring satisfactory performance. The ART2-A type neural net-
work is indeed very promising in pattern recognition, detection of fault and abnormality
for stationary and non-stationary signals in real world problem which has no fault condi-
tion data.
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MAGNETOSTRICTIVE SENSORS FOR STRUCTURAL
HEALTH MONITORING SYSTEMS

Cecil M. Teller and Hegeon Kwun
Southwest Research Institute

P.O. Drawer 28510
San Antonio, Texas 78228-0510

Abstract: A new and very promising sensor technology-magne.ostrictive sensors-
for use in structural health monitoring systems is under development by Southwest Re-
search Institute for a variety of applications. The magnetostrictive sensors comprise a
network of ferromagnetic "nerves" embedded within or bonded to the component and
one or more surface-mounted detectors (e.g., inductive pickup coils). Only simple elec-
tronics, including low-noise amplifiers, filters, cables, and connectors, are needed to pro-
vide useful signals for a computerized data acquisition, analysis, and display system for
evaluation of the service life/integrity of the structuri. Potentially, this single sensor
technology is useful for monitoring delaminations, dynamic strain (stress), fatigue crack-
ing, fast fracture, and other damage from cyclic stresses, structural overloads, and ballis-
tic/foreign-object impacts. As an example of the power and diversity of the magneto-
strictive sensor technology, this paper presents new concepts and test results particulariy
relevant to structural health monitoring systems.

Key Words: Delaminations; fatigue; fracture; impact; magnetostriction; sensors;
strain; stress; vibration.

Introduction: To ensure safety and structural reliability of structural components, they
typically are subjected to periodic inspection. Inspection of critical components is time-
consuming and costly because it involves (1) almost completely disassembling the sys-
tem; (2) inspecting the parts for cracks, corrosion, or other types of damage; (3) repair-
ing that damage or replacing the part; and (4) then reassembling the system. When the
critical crack size in a component such as a helicopter rotor is small, these inspections
are undertaken at short intervals with a considerable number of man-hours and down-
time of the system.

A more promising appi'oa'h to tracking and assuring the safe operation of complex
mechanical systems that does not require disassembly is based on the structural health
monitoring system concept (1). This concept comprises innovative sensors, artificial
intelligence (AI), and advanced analytical techniques to provide realtime, continuous
assessment of structural integrity. With this concept, critical structural components are
continuously monitored for detection of inservice dynamic loads, crack propagation, or
vibration, and the data are analyzed by an expert system to automatically produce a "bill
of health." Such a health monitoring system would allow early detection of problem
areas, optimized repair scheduling, reduction in inspection man-hours and unsubstanti-
ated component removals, and improved structural safety and reliability. It is impor-
tant, however, to be able to nondestructively determine the quality and integrity of struc-
tures and to continuously monitor their health. Moreover, as a result of the economic

*Patent pending.
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climate of the world today, it is also important to use effective, low-cost, rugged, and
reliable sensors for the job.

Crucial to the success of an on-line structural health monitoring system is development
of advanced sensors that can feel, like nerves in the human body, the pains in structural
components and send distress signals to a central unit where, like in the brain, the sig-
nals are processed and analyzed and the condition of structural health and actions to be
taken are determined. Distress symptoms these sensors should be able to detect include:

• Fatigue cracking

* Fracture

* Inservice dynamic loads

• * Other damage from structural overloads and ballistic/foreign object impacts.

All of the above distress symptoms can be detected by the magnetostrictive sensor
(MsS) technology, pioneered recently at Southwest Research Institute (SwRI) (2); thus,
it is ideally suited for health monitoring system applications. Additional merits of this
promising new sensor technology include: noncontact and passive sensing; low instru-
mentation cost; and simplicity, compactness, and durability of the sensor.

Magnetostrictive sensors have many potential advantages over other sensors such as
electrical resistance strain gauges, conventional piezoelectric acoustic-emission trans-
ducers, and fiber-optic sensors because of their inhereni economy, simplicity, and rug-
gedness. Most important, however, the MsSs can perform essentially all the functions

* of combined strain-gauge, acoustic-emission, and fiber-optic sensors. When it comes to
application to composite structures, size compatibility is not an issue as it is with fiber-
optic sensors, since the diameter or thickness of the magnetostrictive wires or ribbons
used as embedded nerves can be matched to the ply thickness of composite materials.
And, unlike strain gauges and conventional acoustic emission sensors, the MsS pickup
coils can be mechanically fastened or bonded with durable structural adhesives.

Physics of Magnetostrictive Sensors: Ferromagnetic materials such as iron, nickel,
and various structural steels exhibit magnetoelastic interaction (2). This mechanism
interrelates magnetic and elastic properties of the material and causes many interesting
phenomena, including:

- Change in dimensions due to magnetization, called the magnetostrictive or Joule
effect (.4)

* Change in magnetization intensity due to stress or strain, called the inverse-magneto-
strictive or Villari effect (1)

The MsS approach utilizes the Villari effect for monitoring of dynamic stresses and
acoustic emissions. Since the MsS relies on the Villari effect, the sensor is directly
applicable to components made of ferromagnetic materials. If the component is made
of nonferrous metals such as aluminum or titanium, the sensor is still applicable by plat-
ing the component with a suitable ferromagnetic material such as nickel. In this case,
the plating is necessary only in a local area on which the MsS is placed. The sensor is
also applicable to composite structures if small-diameter ferromagnetic wires are embed-
ded in the structure or bonded on the structure surface.
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Magnetostrictive Sensor Configuration and Electronics: Figure 1 illustrates the

basic configuration of MsS together with accompanying electronics for signal condi-tioning. The sensor consists of two basic elements, an inductive coil and a permanent
magnet. The inductive coil picks up the changes in the magnetization of the ferromag-
netic material caused by dynamic stresses or acoustic-emission events such as fatigue-
crack propagation or impact by a foreign objects. Although the inductive coil is the
simplest configuration, other magnetic-field sensing devices such as the Hall-effect
probe can be used to detect the magnetization changes.

The permanent magnet is used to magnetize the ferromagnetic material in the local area
where the MsS is placed. The material is kept magnetized for two reasons, to enhance
the sensitivity of the MsS and to make the frequency response of the sensor linear (if the
material is demagnetized, the frequency of the detected signal will be twice the frequen-
cy of the dynamic stress) (!i.7). In many applications, the permanent magnet can be sub-
stituted by residual magnetization left in the material (accomplished by magnetizing the
material using a magnet and then removing the magnet). If possible, the residual nag-
netization is preferred because the need for installing a permanent magnet is eliminated,
whicn leads to a simpler and more compact sensor design.

Because the sensor is very flexible in its physical shape and size, its configuration can
be easily tailored to a variety of applications. For example, on cylindrical components
such as rotor shafts, pins, or bolts, a cylindrically shaped MsS encompassing the compo-
nent may be most suitable. On plate-like components such as rotor hubs or blade spars,

" S'ignal -
Procesing Unit

I Filter IHI

~Low-Noise j
I Am lifier

Permanent
Magnet

Inductive Ferromagnetic
Coil Material

Figure 1. Basic configuration of MsS together with accompanying electronics for sig-
nal conditioning
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a rectangularly shaped MsS placed on the surface of :he component may be most appro-

priate.

The electronics required to condition the detected signals are standard low-noise ampli-
fiers and filters. Since, in this case, the MsS is used as a passive device, no electronics
for actively energizing the sensor are required.

Dynamic Stress Monitoring: Experimental data supporting the feasibility of sensing
dynamic stresses using a noncontact magnetostrictive sensor based on the Villari effect
are shown in Figure 2 (8). The data, representing a dynamic torque at approximately
35-Hz frequency, were taken from a I-inch-diameter shaft placed between a four-cyl-
inder automotive engine and a dynamometer using a 2.25-inch inside-diameter en-
circling coil around the shaft. Residual magnetization, induced in the shaft by placing
and then removing a permanent magnet, was used as the static biasing magnetization
required for magnetostrictive sensing. The data agreed well with the signals detected

F using an independent strain-gauge/telemetry torque meter.

Figure 3 shows other supporting data that demonstrate the ability to monitor dynamic
stresses in composites by embedding magnetostrictive (in this case, Ni) wires. The data
were taken from a graphite/epoxy composite specimen (approximately 4.25 inches long
by 0.5 inch wide by 0.04 inch thick with a total of eight graphite plies). The spCcimen
was prepared with six small-diameter (0.004-inch) Ni wires embedded below the first
ply and an encircling pickup coil wound near one end of the specimen. Residual mag-
netization left in the Ni wires was also used in this test as the static biasing magnetiza-

i tion required for magnetostrictive sensing. The composite specimen was mounted in a
cantilever configuration with the pickup coil toward the fixed end. The data in Figure 3
show the dynamic stress associated with the damped vibration of the specimen after it
was set in motion by simply deflecting and releasing the free end (vibration frequency
was approximately 90 Hz). The above data clearly demonstrate that dynamic stresses
can be readily detected using the proposed MsS approach.

Acoustic Emission Monitoring: Experimental data supporting the feasibility of sens-
ing acoustic emission (AE) signals using a noncontac MsS are shown in the top trace of
Figure 4 (9). These data were taken from a steel rod measuring 0.25 inch in diameter
and 20 feet in length. The magnetostrictive pickup coil placed near one end of the rod
had a permanent magnet nearby to provide the static-biasing magnetization required for
magnetostrictive sensing. AE signals were transmitted into the rod by breaking a 0.5-
mm-diameter pencil lead on the far end of the rod-a standard method of simulating an
AE event (9). For comparison, signals were detected simultaneously using a conven-
tional piezoelectric AE sensor (with a 300-kHz center frequency) attached to the near-
end face of the rod. Data from the conventional AE sensor are also shown in the bottom
trace of Figure 4. The first signal in each trace of Figure 4 is the AE signal, and the sig-
nals occurring later in time are those traveling back and forth in the rod. Except for the
high-frequency components present in the bottom trace, the two signals agree well with
each other, indicating that AE events can be detected using the MsS. The high-frequen-
cy component was absent in the top trace because the particular MsS used in the test
was operable up tn approximately 100 kHz frequency (10). The operating frequency
of MsSs on small-diameter wires, that is, a few thousandths of an inch in diameter, ex-
ceeds 500 kHz (1,12).

Supporting data for sensing AE events (due to either cracking or impact) in composites
utilizing embedded magnetostrictive wires are given in Figure 5. The data were ac-
quired from the graphite/epoxy composite specimen mentioned in the previous section.
The top trace in the figure is the AE signal produced by a standard 0.5-mm-diameter
pencil-lead break (ASTM E-976). The bottom trace is the signal produced by dropping
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Figure 2. Dynamic torque signal from a 1-inch-diameter shaft using an encircling mag-
netostrictive sensor. The shaft speed was 1000 rpm, and the steady-state torque was 50
ft-lb.
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Fifure 3. Dynamic stress (or strain) signals acquired from a graphite/epoxy sample
using a magnetostnictivc sensorf 301
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Figure 4. Experimental data supporting the feasibility of sensing AE signals using a
noncontact magnetostrictive sensor (top trace) and using a conventional piezoelectric
AE sensor (bottom trace)

a 0.375-inch-diameter, 3.5-g'am stecl ball on the specimen trom a height of approxi-
mately 4,5 inches. Compared to the dynamic stress signals associated with the damped
vibration shown in Figure 3, the pencil-lead-break AE signals contain significantly
higher frequency components, while the steel ball impact signals contain intermediate
frequency components.

The above data show clearly that the proposed sensor approach can detect AE signals.
The results also suggest that, by processing the signals (detected by the same sensors)
using bandpass filters with different center frequencies, Jiscrimination among the
dynamic stresses associated with service loads, impact signals from ballistic/foreign
objects, and AE events from cracking or fracturing can be madc.

Comparison with Other Sensors: Strain gauges are a well-established technology for
sensing static and low-frequency dynmic surface strain ,ehanges (.L.). For example, in
recent years, strain gauges have been used in fixed-wing aircraft for strain r.aonitoring
during flight tests. However, their applicability to structural health monitoring is ques-
tionable at present because of their lack of long-term reliability and survivability in the
aircraft service environment. Their applicabiht, to more complex systems such as heli-
copter rotors is equally, if not more, questionable.

Fiber-optics embedded in composites can be used for monitoring internal strain changes
(both static strains and dynamic strains up to about 500 H) (13). Optical fibers appear
to be an ideal material to be embedded in composites. However. usefulness of fiber-
optic sensors for structural health monitoring systems in other app'ications is not clear.
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I
Piczoelectrc sensors mounted on the surface of a structural component can be used to

monitor AE events occurring in the structure (13). Pk ,oelectric AE swliors are widtiy
used for short-term evaluating and testing of metals and composites for crack growth
and fractures. However, their use for long-term monitoring has not been successful be-
cause of a lack of robustness of the sensors themselt.,es and stability of the coupling (tile
sensor s acoustically coupled to the stnictural compontent using a couplant such as
grease and oil). The applic-bility of these sensors to structural health monitoring is
therefore limited.

As previously described, the proposed MsS approach can be used for measuring dy-
namic stresses and for monitoring AE signals. Thus, the proposed sensor can perform
essentially all the functions of the combined strain gauge and piezoelectric AE sensors
simply and economically (no high-cost material and electronics are required). The pro-
posed sensor approach also is believed to have a robustness suitable for structural health S
monitoring applications. Comparison of the above sensor approaches is summarized in
Table 1.

Table 1. Comparison of Potential Sensors for Structural Health Monitoring
l' L.. .ng- A

Sensors PaInstalla- Long- Rugged- Appli- Imple-Sno' 'I,- Term cable mentation
D~etected tion ness c

Stability Material Cost

Strain Dynamic Surface Poor Poor Metals Low
Gauges and Static Bonded Compos-

Strain ites

Fiber Dynamic Embedded Compos- Moderate
Optics and Static ites to High

Strain T
Piezo- AE Surface Poor Poor Metals Moderate
electric Signals Mounted Compos-

-ites

Magneto- Dynamic Surface Metals Low to
strictive and Static Bonded, Compos- Moderate

Strain AE Surface ites
Signals Mounted,

Embedded
'Needs eval uation
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FIBER OPTIC SENSORS FOR MACHINERY MONITORING AND CONTROL
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Abstraots Optical fiber sensors are being developed for the
condition monitoring and fault diagnosis of mechanical and
electrical equipment on U.S. Navy ships. In some cases,
oTtical fiber sensors will renlace the conventi.-nal electrical
sensors presently in use. However, much of the optical fiber
sensor development work is a response to a need for improved
machinery monitoring and control. Compared to conventional
sensor technology, optical fiber sensors promise improved
electromagnetic interference (EMI) immunity, higher
reliability, higher measurement resolution and smaller size
and weight. Optical fiber sensors have been or are being
developed to measure pressure, temperature, liquid level,
strain, acceleration, rotational velocity and shaft position
and electrical current and voltage. Some of these sensor
developments and their application in monitoring and control
systems are discussed. The ability to multiplex optical fiber
sensors with a single light source and receiver and the
potential use of embedded iber sensors and integrated optics
are also presented.

Kxeywords: Embedded sensors; fiber optics; interferometric
sensors; machinery monitoring; optical fiber sensors;
polarimetric sensors; pressure sensors; process sensors;
sensor multiplexers; temperature sensors

Introduction: Fiber optics technology is advancing rapidlyinto new applications that extend beyond the communications
and data transfer areas into sensors and computers. This
paper addresses some of the recent developments in fiber optic
sensor technology and its application to shipboard systems.
The information contained herein does not reflect official
U. S. Navy application strategies on any particular ship.
The primary benefits provided by fiber optics technology to

the ship designer are an easy technical solution to (EMI)
problems and the ability to vastly increase the ship
operators' awareness of system operating status. This results
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directly from the increased information flow available from
greater sensor populations and higher data transfer rates in
shipboard data systems. The primary focus of this paper is on
the sensors needed to acquire this larger volume of
information. We are on the threshold of new technology
breakthroughs in fiber optic sensors that will allow the
development and installation of new and improved shipboard
monitoring and control systems.

introduction ofIntoction oi Figure 1 - General Fiber Optic Sensor Schematic
opia iber1

Sensors into 'Navy
S hipboard 
Uquipments
The U. S. Navy is iectronlcsPackage
developing fiber -lcrnc Packag

optic sensors to Power Sensor
compete directly and Element
with existing Support Optics Fiber Cable
conventional __1

sensors. (Sensor Output Unit
is defined herein --

as a means of Signal Processing
measuring a Unit
parameter such as U

p resure
temperature and
liquid level,
resulting in the 4.20 mA 0-10 Optical
transmissicn and volts LAN
display of a signal
proportional to
that parameter. By this definition, most transducers are
sensors.) A typical fiber optic sensor is shown in Figure 1.

Fiber optic sensor technology offers benefits in the areas of:
• Reduced EMI
* Potential reduced unit measurement cost

Smaller volume
Lower weight

* Better accuracy and resolution
* Wider bandwidth
* Distributed and multiplexed sensing
* Embedding capabilities

Each application must be aseemsed individually, to determine
specific benefits.

The application strategy within the U. S. Navy is to develop
specifications for fiber optic sensors and to provide them to
ship designers for new construction. Backfitting fiber optic
sensors will be considered on an individual basis. Private
industry will be the primary source of sensor hardwars with
emphasis on sensors that have commercial application. Off-
the-shelf products are being evaluated. In house development
programs have been initiated to bridge technology shortfalls.
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Fiber Optic Sensor Needs$ The size of the Navy sensor market
for HM&E systems is cmall compared to industrial applications.
The potential Navy market for fiber optic sensors can be
estimated by considering the sensor shipboard population. The
total number of sensors on a typical FFG-7 class ship exceed
2200.1 Continuously indicating types of sensors comprise over
1300 of this total and threshold sensors number just under
900. The nuxber of sensors that could be converted to fiber
optic technology was not accurately determined but could be
100% if affordability and performance goals are met. The
combination of pressure, temperature, liquid level and
electrical voltage and current sensors make up 93% of the
total shipboard sensor population.

Fiber C¢tiv Sensor Performance Requirements: Performance
:equirements for fiber optic sensors to replace electrical
equivalents can be summarized from specifications and Navy
reports.2 For machinery mcnitoring and control, parameters to
be measured include pres3ure, temperature, shaft rotation,
position, liquid level, flow rate, strain, acceleration,
salinity, torT.-e, l'.ad, velocity, relative humidity, dew
point, and heat transfer. Pressure must be measured over the
range of 0 to 3000 psi with several intermediate ranges
allowed. Temperature measurement spans extend from -40OF to
1600OF with several intermediate ranges permitted. Shaft
rotation range extends from 0 to 20,000 rpm, over four
selected spans; sometimes resolution of a few degrees is
required, especially for machinery monitoring applications.
Performance requirements for other sensors are presently being
reviewed.

Electrical measurements for voltage and current measurements
apply to 115 and 450 volts AC at 60 hertz and 400 hertz up to
a maximum of about 1500 amperes. DC requirements for
submarine systems are nominally 270 volts at up to 3700
amperes. Response times of these sensors must be on the order
of a few tens of milliseconds to provide required control of
the shipboard electrical systems. In the future, electric
drive machinery might extend voltages to 10,000 volts AC at up
to 3000 amperes and superconducting machinery systems will
require measurements to 500 volts DC at 100,000 amperes
maximum.

The performance requirements for damage control monitoring
sensors are very similar to those required for machinery
control and monitoring systems. A notable exception is that
performance in a higher temperature environment is desired to
provide monitoring capability during fires. For damage
control system applications, temperature should be measured to
11000C (20120F) with an accuracy of approximately +5%. Rate
of rise of temperature is also required as this Es used to
detect the start of a fire. New concepts for damage control
monitoring are being presented from both private industry and
from several sources within the Navy. We presently have an
internal development program to provide measurements of
temperature, rate of rise of temperature, smoke, combustion
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products, combustible gases, liquid level, flame, hull
integrity, fire main pressure and flow rate, hatch and door
closure, and air duct flow rate sensors.

In general, the sensors developed for machinery monitoring and
damage control must be small, lightweight and affordable.
Sensors will be designed with outputs compatible with existing
signal transfer formats including direct access to fiber optic
local area networks. Operating life should be 40 years with
mean time between failures exceeding 10 yeare. The sensors
must also pass requirements for operating in high humidity,
salt spray, smoke, and dust.

Fiber optic sensing technology offers a high probability of
achieving the above goals, especially in the long term. Some
of the test results given later in this paper document
progress toward that end.

Fiber Optic Sensing Methods: There are many methods of
designing fiber optic sensors that are suitable for shipboard
applications. A complete discussion of the methods is beyond
the scope of this paper. However, a few of the methods that
have been evaluated for shipboard use are illustrated below.

In general, Figur 2 - Scemlo of a
there are

Fabrny ou Fiber Optic Temperature Sensoronly four
optical
parametersthat can be bry-Parot Cavity

u s e d t o LE Cole
m e a s u r e Fiber

m a c hi nery Detector Dlchrolc Cable T ertr
control and Filte e  F input
monitoring
parameters. Pr M I
They are and -- t0ctor
o p t i c a 1 D y Reflectance
power, phase, T1 T2
polarization,
a n d Wove
wavelength. kd L
The usual ILengthI
design
strategy is to pick one of these optical parameters that are
affected by the parameter to be measured and nothing else.
Figures 2 and 3 illustrate how fiber optic technology has been
used for measuring temperature and electrical current.

The temperature sensor shown in Figure 2 utilizes
interferometric techniques to measure the shift in optical
phase across a Fabry-Perot cavity.3 Two mirrors are designed
into the end of a multimode fiber with the material between
the mirrors having a known predictable temperature variation
of the index of refraction. The reflectance from the cavity
resembles an offset sine wave that shifts with wavelength as
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a function of temperature. Processing is done by combining
the spectrum of the liqht emitting diode (LED) with the
reflectance spectrum of the cavity in a way that splits the
resulting spectrum into long and short wavelengths, the ratio
of which is proportional to temperature. This sensor has the
advantages of very small size and reasonable cost over the
range of 0 to 4000C.

There are several potential shipboard applications of the
fiber optic temperature sensor. We have used it for fire
detection in damage control systems and it can handle most of
the machinery control and monitoring ap;.-i.caticns for HM&E
systems.

The electrical ctu.rrent sensor illustrated in Figure 3 uses
Faraday rotation of polarized light as the means of detection.
Polarized light is generated in a pig-tailed laser diode
source and is transmitted through high birefringence fiber to
the low birefringence fiber wound around the electrical power
cable. The circular magnetic field generated by the
electrical current causes a rotation of the state of the
polarization of the light in the low birefringence fiber in
the sensor spool. Since the magnetic field varies linearly a

with electrical current, the detection of the polarization in
the processing unit is an accurate measurement of the
electrical current in the power cable. The advantages of
this fiber optic current sensor are complete lack of
electromagnetic interference, small size compared with current

Figure 3 • Fiber Optic Curtent Sensor Skhematic
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transformers, and a very wide bandwidth with capability of
measuring both DC and AC. This sensor was developed jointly
with the National Institute of Standards and Technology in
Boulder, Colorado.

There are several potential shipboard applications of the
fiber optic current sensor. It can be used to collect motor
current signatures because of its wide bandwidth and very low
frequency response. It can be used in control systems for f
power generators and distribution systems. Fault current
detection is also a natural application for this sensor.

Fiber Optic sensor Nvaluationa: In our laboratory at NSWC,
Annapolis, we have developed and/or evaluated fiber optic
sensors for temperature, electrical current, voltage, liquid
level, smoke, and very small fluid flow rates. NSWC,
PhiladelphL.a has evaluated fiber optic pressure, temperature,
angular velocity and position sensors.

Evaluations of fiber optic temperature and smoke sensors on
the ex-USS SHADWELL (a Navy test ship for developing shipboard
fire fighting methods) were conducted to determine their
ability to detect fires and operate in a shipboard
environment. Figure 4 shows results of one of these tests for
the fiber optic temperature sensor shown in Figure 2.

The fiber optic temperature sensor was installed in a 1 inch
diameter pipe to protect it from structural damage during the
fire fighting exercises. The pipe was then threaded through
a hole in the deck into the compartment containing the fire.
It was mounted in juxtaposition with two thermocouples one of
which was in contact with the overhead deck plating and the
other was suspended 6 inches below the overhead. Figure 4
shows the temperature indications from both the thermocouple
probes and the fiber optic temperature sensors. The test
results show favorable comparisons between the thermocouples
and fiber optic temperature sensors.

ftier Optic Sensor Limitations: After conducting these and
other evaluations we have reached some conclusions concerning
the limitations of applying fiber optic sensor technology on
board Navy ships. The performance of fiber sensors is
satisfactory in the shipboard environment of high vibration,
shock, temperature extremes, and humidity extremes. Fiber
sensors are a new technology that have not yet established a
credible track record; this will take time and experience.
Fiber optic sensors cost more than their conventional
counterparts, however, as production volumes increase, their
cost is likely to decrease.

The U. S. Navy has recently done a study of fiber optic sensor
manufacturability as it relates to availability of sensors and
cost. Results show that multiplexing and integrated optics
can reduce sensor cost and improve manufacturability.
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Multiplezing Viber Optic Sensors; Five multiplexing schemes

were examined for application with Fabry-Perot interferometric
sensors4 . The methods included time division (TDM), frequency
division (FDM), wavelength division (WDM), code division
(CDM), and coherence (CM) multiplexing. The two methods
chosen for further study were TDM and FDM. TDM was chosen for
its ease of implementation. A FDM scheme known as FMCW,
(frequency modulated continuous wave) was also selected since
it could be implemented with shorter fiber delay lines and a
CW source. Both methods are proven in communication systems
and translate well into optical sensor network designs. Fabry-
Perot sensors were selected for multiplexing because their
design is relatively mature, they are commercial-off-the-shelf
(COTS) products, and some have passed qualifying tests for the
shipboard environment.

Time Division Xultiplexing3 The TDM system configuration uses
a sensor tree network with different time delay fiber coils,
as shown in Figure 5. A pulse is launched by the light
emitting diode (LED) through the 2x2 coupler to the Ix4
splitter sensor tree. Each Fabry-Perot sensor modulates the
light pulse corresponding to the parameter sensed e.g.
temperature or pressure. Returning pulses are received
sequentially at the silicon photodiodes and amplified for
processing. Each returned pulse arrives at a time slot
associated with a single sensor. Pulses from sensor 1 arrive
at time t. Pulses from sensor 2 arrive at time t+td. Pulses
from sensor 3 arrive at t+2t,. Here, td is the round trip time
of a light pulse through one fiber delay length. By means of
accurate timing, the modulated pulses are identified with an
individual sensor and the information is processed
accordingly.

This multiplexing was successfully tested using a Metricor(M)
pressure sensor. Since the Metricor sensors chosen use a
continuous wave (CW) source, it was necessary to provide a
pulsed light source. Delay lines were added and an electro-
optic amplifier circuit with improved performance was used.
Although the tests showed a small amount of hysteresis, they
were repeatable, and no problems were incurred taking
measurements with 1-2 psi accuracy over a S0 psi range.
Presently, we are working to improve the available electro-
optic amplifier circuitry in order to achieve the necessary
bandwidth and signal to noise ratios required of a fielded
system.

Frequency Division Multiplexing: The FMCW system
configuration, shown in Figure 6, is similar to the TDM system
except that the light source is modulated by a radio frequency
(RF) chirp. The sensors are "pulsed" in the frequency domain
rather than in the time domain. This modulation technique can
resolve individual sensor signals with the use of shorter
fiber delay lengths. The modulated sensor signals are
recovered in the frequency domain using a phase locked loop
demodulator. An inverse Fourier transform of this signal
produces a time domain referenced signal. The final result is
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a signal which represents the power of the light returned at
various distances from the source. For each sensor, the
sensed parameter is obtained by taking the ratio of the power
reflected from the sensor and the power ref lected from a
reference point.

The system we tested was implemented with a Hewlett-Packard
8702 lightwave analyzer and a high power LED source. Test
results indicate that using the FMCW technique we can
accurately resolve to 1 psi with the Metricor pressure sensor.
The ability to monitor eight sensors was demonstrated using a
Ix8 splitter. This Is probably the maximum that can be
mulitplexed with this configuration.

A number of issues will need to be resolvpd befo- , piferrcd
if anultipiex architecture can be recommended for shipboard use.

Future work includes improving the designs discussed and
investigating other techniques.

Integrated Optics: optical components can be mounted on
substrates using similar techniques to those now being used
for electronics. The most progress is being made in
developing integrated optic components for the
telecommunications industry. However, integrated optic
circuits are becoming available for fiber optic sensors. One
such sensor is the fiber optic gyro that uses an integrated
optic circuit to modulate the optical source. As integrated
optics are further developed, it is likely that more
components will become available that can be used in sensor
designs and in associated multiplexing networks.

Embedded 7iber Optic Sensors: Embedded sensors offer the
potential to make precise measurements of the operating
condition of internal machinery components and provide an
indication of wear out or impending failure long before other
externally mounted sensors. Our first effort is to
demonstrate the ability of an optical fiber pressure sensor to
make an accurate measurement inside the cylinder of a high
pressure air compressor. This will likely improve the
detection and identification of worn valves and rings. The
pressure sensor selected is a modified version of a Metricor
high pressure Fabry-Perot sensor and is installed through the
compressor cylinder head. We measure 1500 PSI at
temperatures to 2000C. These tests are presently underway.

Follow-on efforts are focussed on attaching and embedding
optical fiber sensors into mechanical structures. To date,
optical fibers have been successfully embedded in composite
panels. Those embedded sensors have been used to measure
strain, vibration and temperature inside the host composite.
However, not much attention has been paid to embedding optical
fibers into metal structures and components. We are currently
involved in a joint effort with Virginia Tech to reach these
goals.5  Issues of survivability of optical fibers, the
ingress and egress of the fibers and attachment methods such
as thermal spray techniques are being addressed.
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Summary: Fiber optic sensors are being introduced into the US
SNavy f leet. These sensors of fer a multitude of advantages
over conventional sensors in the areas of EMI immunity, cost
and size reduction, accuracy, and logistics support. The Navy
has defined requirements and implemented programs to specify
and develop both machinery monitoring and damage control fiber

Soptic sensors. Finally, resezrch is being conduct,:d in the
areas of multiplexing, integrated optics and embedding
techniques to further refine the sensors and reduce cost.

*References:

1. Whitesel, Henry K., Carl Jacobson, Fran~k Leland, Fiber
t~ic Sensors for Shipboard Ag~licatigns, Tenth Ship Control

systems Symposium, Ottawa, Ontario, Canada, Vol 4, pp 4-157 to
4-170, 25-29 Oct 1993.

2. Whltesel, Henry K., Sensogr RM n.4jemnts and Availability
12.- hiujadJ=i~r Machiney Phase I - Ranlge and
Aggguagy, David W. Taylor Research anid Development Center
report DTNSRDC/PAS-79-14, Sept 1979.

3. Hartle, J., and E. Saaski, U. S. Patent No. 4,678,904.

4. Ransford, Michael J., Henry R. Hegner, Desion Of O~tical
MUltiplexing System for Fiber OD-tic Sensors, prepared for
CDNSWC under contract N651533-86-D-0055, 30 Sept 1993.

5. Sun, D., S. Poland, K. Kali, and R.O. Claus, 92tigal Fiber
.edaftnt and Attachment Technigues and Sgryivabiliy .sjjjjj,

Prepared for CDNSWC by the Fiber and Electro-Optics Research
Center at Virginia Tech, 30 Sept 1993.

Aoknovledgmentst The US Doo sponsored this work and since it
represents U. S. government work it is not subject to
copyright. Financial support for a portion of the development
and evaluation came from James Gagorik of the Office of Naval
Research, from Dr. Patricia Tatem of the Naval Research
Laboratory, and from Donald Kover of CDNSWC. John Overby,
David Koosik and Eric Hawn of CDNSWC assisted in data
acquisition, unalysis and presentation of this paper.

31



FUZZY SET ANn LOGIC APPROACHES FOR THE
DIAGNOSIS OF A HIGH PRESURE AIR COMPRESSOR (HPAC)

Bruce FriedmanCarderock Division, Naval Surface Warfare Center

3A Leggett Circle (Code 612)
i Annapolis, Maryland 21402-5067

Abstract: Fuzzy reliability theory which is a
generalization of crisp reliability theory is applied to
the diagnosis of a high pressure air compressor (HPAC).
Instead of a binary value, one or zero, being associated
with each component, the value associated with each
component can range from zero through one so that a
particular numerical value represents the degree of
functioning of a component. The analysis is performed
using both series and parallel coherent structure theory.
Since the results attained do not show significant
improvement relative to an earlier HPAC investigation
utilizing fuzzy sets, it is concluded that further
research is required into the theory of fuzzy coherent
structures.1

Key Words: Fuzzy sets; fuzzy logic, diagnosis, air
compressor, valves

Itr_4duction: Successful development of techniques to
deal with the uncertainty and incompleteness of
mechanical diagnostic data is required for the deployment
of effective mechanical diagnostic systems. The
operation of mechanical diagnostic systems would improve
equipment availability at lower costs while reducing
dependency on the logistics system for manpower and
material.

Changing to a Condition - Based Maintenance (CBM)
philosophy is necessary in order to meet the mission
requirements of the future in view of decreasing
availability of manpower and increasing sophistication of
vehicles. The monitoring system allowing unambiguous
diagnosis and failure prediction required to maintain
user confidence will not be affordable. It is then
necessary to develop techniques to reduce uncertainty in
the presence of incomplete and probabilistic data.

A high pressure air compressor (HPAC) has been
instrumented as a test bed for the CBM program and data
acquired. Fuzzy sets and logic have been successfully
applied to the analysis of this HPAC data. This
analysis entailed the correlation of derived membership
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functions with expert opinion in order to obtain

estimates of the likelihood of the presence of a fault in
a given compressor valve. This expert opinion is
formulated in terms of linguistic variables. This ty,,a
of formulation is an indication that the application of
fuzzy sets and logic would be valid and productive.

Objective: The objective of this current study was to
ascertain more advanced approaches for utilizing fuzzy
set membership functions for the diagnosis of mechanical
systems with emphasis on applying these approaches to
HPAC operation.

Background: The earlier study was based upon the concept
of conditional fuzzy sets as applied to mechanical
diagnostics. 1, 2 The rationale behind this approach
derives from the recognition that an operating device is
composed of numerous interacting components and factors.
These interacting components and factors give rise to a
description of the device in terms of a set of influences
acting on the system which are related to a set of
symptoms that depict the degradation of the device. In
the real world, it is not unusual for a symptom to act as
an influence and vice versa.

The first step in applying the conditional fuzzy set
approach (CFS) to the HPAC analysis is to compute the
pressures and temperatures of the compressor stages upon
the basis of a simplified model.1 2 Figure (1) displays a
plot of the computed and measured baseline pressure for
the first stage as a function of running time. The HPAC
baseline represents normal operating conditions. The
HPAC is also run with faults either in the suction or
discharge valves of the third stage.

The measured value of the pressure and temperature for
each stage during a given run is compared with its
computed baseline value.' Five levels for the values of
the ratio of the measured to computed values are
designated. According to its level, each pressure and
temperature is assigned a degree of membership in the
linguistic variable classes: LOW (-very low), low, high,
or HIGH(- very high) as shown in Table (1).

Table (2) presents the anticipated effects or symptoms of
internal air leakage on discharge pressures and
temperatures. 1 This table in conjunction with the
determination of the degrees of membership of the
pressure and temperature Indicators allows the likelihood
of a defect in each of the eight valves to be calculated.
Each variable in Table (2) has its own membership value.
The likelihood value is found by adding the membership 4
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values for a given row yielding the likelihood for the
defect on that row.

Figure (2) shows the likelihood of defects for runs with
a defective third stage discharge valve where S. is the
numerical value of the likelihood of a fault in the first
stage suction valve and Dl is the value of the likelihood
of a fault in the first stage discharge valve with S2,
D2, S3, D3, S4 and D4 being the likelihood values for
faults in the appropriate valves in the second, third and
fourth stages, respectively. (1) The diagnostic results
for the run show a configuration that correctly indicates
the imposed fault for the run.

A: To obtain a means for finding likelihood
values of enhanced accuracy, it is necessary to commence
with the theory of the structural properties and
reliability of coherent systems. 3

It is assumed that the state of a system is completely
determined by the states of its components. 3 The
function describing the system state is known as the
structure function. The order of the system refers to
its number of components. A component is irrelevant if
the structure function does not change with a change in
this component state function. A component is relevant
if the structure function does change with a change in
this component state function. A system is coherent if
its structure function is increasing in each argument and
each component is relevant.

In traditional crisp reliability theory a binary value is
associated with each component, the value being one if
the component is functioning and zero if the component is
not functioning. 3 In fuzzy reliability theory, the
value associated with each component can range from zero
through one so that a particular numerical value
represents the degree of performance or quality of
functioning of a component. 6

The test bed HPAC has a series structure. The structure
function for a series structure is equal to the product
of the individual component states.

For each structure there exist two reliability functions.
The traditional reliability function is probabilistic in
nature giving the probability that the system is
functioning in terms of the probabilities that each of
the components is functioning. The fuzzy set reliability
function is possibilistic in nature giving the
possibility that the system is functioning in terms of
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the possibilities that each of the components is
functioning. 3, 4,5 6

The series system can be considered to be the least
complex of all systems. However, from the probabilistic
point of view, even the series system can display
subtleties in the course of analysis. Consider a two
component series system. If either component fails
(malfunctions) then the entire system fails
(malfunctions). The components are statistically
independent. If one component fails then it is known that
the other component did not fail. The failure of one
component excludes the failure of the other component
implying that knowledge of one component failure event
entails a change in the probability of the other
component failure event. This state of affairs leads to
the seeming paradox :'hat the events represented by the
failure of either of the components are not statistically
independent. An avoidance of this apparent paradox
requires making a careful distinction between the
statistically independent competing processes whict are
transpiring before one of the risks of failure is
realized and the mutually exclusive states of the system
at a given instant of time. The processes refer to the
operation of the two components while the states refer to
failed or non-failed modes of existence. 7, 8

An alternate route to the resolution of the apparent
paradox is to consider the operations of the two
components not to be independent but to be associated.
With associated operations fluctuations in the operation
of one component generate fluctuations in the operation
of the other component and vice versa. The covariance of
the two fluctuations is equal to or greater than zero. 3

The fuzzy sets approach to reliability and diagnostics
utilizing linguistic variables as expressed in Table (2)
avoids the seeming paradoxical aspect of the traditional
probabilistic approach.9 The evaluations recorded in
Table (2) already incorporate knowledge concerning
interactions and associations between the operations of
the components of the HPAC. These evaluations record the
observations and experiences of designers and engineers.

Let/j-)be a fuzzy set membership function where J-1 and
j=2 danote the measured observed physical variables of
discharge pressure and discharge temperature,
respectively.9 The index k-1, 2, 3, 4 labels the
particular stages. The indexl-l,... 8 denotes the
valves so that -1 labels tha lst stage suction valvej
-3 labels the 1st stage discharge valve,Jt -3 labels the
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2nd stage suction valve, etc., The symbol ALwindicates
the fuzzy set defined for a given J value and a given k
value. There are 16 fuzzy sets defined by the ASK since
each of the linguistic variables LOW, low, high, HIGH
indicates a fuzzy set which is further decomposed into
four fuzzy subsets. There is one subset for each of the
four compressor stages. The variable LOW for the ist
stage discharge pressure labels a different fuzzy subset
than LOW for the 2nd stage discharge pressure. The
decomposition into subsets originates from the situation
that the discharge pressures and temperatures differ in
their normal values in goiiq from one stage to another.
For example, for a discharge pressure of 5000 psi and
standard operating ard atmospheric conditions, the normal
Ist stage, 2nd stage and 3rd stage discharge pressures
are 45 psi, 270 psi, and 1110 psi, respectively.10 A
discharge pressure of 150 psi might be linguistically
demcribed as HIGH or high if it is displayed by the ist
stage, as low if it is displayed by the 2nd stage or as
LOW if it is displayed by the 3rd stage.

Table (3) presents values forAA (xjK) for two runs of
the test bed HPAC. There are no-va lues for the 4th stage
discharge pressure because this output pressure is
considered to be a parameter determined by the operating
conditions. One run was made with i defective 3rd stage
suction valve (3SV), while the other run was made with a
defective 3rd stage discharge valve (3DV). Consider the
two rows of numbers following the left side label "Ist
stage suction". The first row is membership values with
a defective 3rd stage suction valve present, while the
second row is membership values with a defective 3rd
stage discharge valve present. The rows of numbers
following the other left-side labels are to be stmilarly
interpreted. These membership values in non-:ormalized
form, were used in the earlier investigatioi. For tbh.
third sta e suction valve defect the likelihood
calculation based upon summing across the row did not
yield a reasonable diagnosis since identical maximum
estimates are found for the 1st stage suction, 1st stage
discharge, 2nd stage discharge and 3rd stage discharge
valves. For the third stage discharge valve defect areasonable diagnosis is obtained since one peak estimate

of defect likelihood is found for the 3rd stage discharge
valve.

To improve the likelihood estimates and diagnostic
capability it is necessary to utilize a knowledge of the
properties of complex coherent systems which includes an
understanding of the relationship between the physical
system components and the events occurring within the
system. The structural properties of the physical system
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are not necessarily the same as the structural properties
of the events generated by that system. This difference
is illustrated by the operation of the testbed HPAC.

The series nature of the physical structure of the HPAC
leads to both the structure function and the probability
of malfunction of the system being described in terms of
a product either of component states or probability of
component malfunctions, respectively. For the
possibilistic interpretation of the membership functions
the product description uses the possibility of
malfunction of each component. The basic events used for
the analysis are deviations of pressure and temperature
from their nominal or normal values. These deviations
are recorded as actual pressure readings and as
linguistic variable ratings. 3-6

For the initial analysis of HPAC operation, the
symptomology is investigated as the combination of two
groups of symptomatic events. One group comprises
pressure deviations while the other group comprises
temperature deviations. The likelihood of a
defect or malfunction occurring at a particular air valve
is a function of these two groups. For each group of
symptoms, the consideration of the symptoms is to be
undertaken concurrently or in parallel. From coherent
structure theory, 3-6 the likelihood of a defect at
valvet9-1,..., 8 as deduced from discharge pressure (j=l)
or discharge temperature (J-2) is given by

Kul

There are two assumptions upon which the formulation of
eq. (1) is based in addition to the assumption of
parallelism. One assumption is that the relationship
between coherent structure theory and possibility or
fuzzy set theory is similar to that between coherent
structure theory and probability theory. The other
arsumption is that the symptoms are possibilistically
independent in analogy to the concept of statistical
independence.

The function is reminiscent of the work of Jain 1, z
to obtain an extension principle to provide a general
method for extending nonfuzzy mathematical concepts in
order to deal with fuzzy quantities. From this view-
point # would be a fuzzy membership function whose
supportwwould be a function of the pressures or
temperatures at each of the discharge stages. The
fuzzy set corresponding to # is obtained from the four
fuzzy sets ( fixed, k-1,2,3,4). Dubois and Prado 03
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however, noted that in general a function of the A,& is a
classical subset of the support provided by the pressures
or temperatures when the Cartesian product of the
supports of the AA is the set of real numbers and
continuous membership functions are considered, so that
the result, eq.(1), depends only on the support of the
A*. For the purposes of this investigation the extent
to which is a manifestation of a fuzzy extension
principles of no concern.r i The likelihood 4 of a defect or malfunction as deduced
from both pressure and temperature deviations is given by

(2)

where again the two groups and 00. are considered
concurrently (parallel). 3

Expanding the right side of eq.(1) gives

where the subscriptj outside the parenthesis indicates
that the support is either a pressure variable or a
temperature variable. 3

Upon examining eq. (3) it is observed that the likelihood
function used in the earlier work I can be considered to
be an approximation to eqs (1)-(3) with the application
of normalized membership functions. If the products of
two or more membership functions are neglected then as in
the earlier work the likelihood function is simply the
sum of the membership functions. The product terms could
be viewed as being correction factors.
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Discussion and Results: For the two sets of data
presented in Table (3) the likelihood functions are
calculated through terms involving products of two
membersh-p function values with the product terms for
three and four values be$ig nealected. Tab'le (4)
presents the values of 4l , and for the
two sets of data for the two cases of the sum
approximation (r=o) to the product function and with the
products of two membership functions corrections (r=l).
The values for ) are the same as those displayed by
the bars of Figure (2) taking into account that the
bars are based upon non-normalized numbers.

In Table (4a) it,4s observed that the 4values are
similar to the values in that there is no clear
indication of adefective 1ird stage suction valve being
present. The two lowest O?*values occur fori =7, 8 whilethe two highest ) values occur for =7,8.

For the case of the third tage discharge valve being
defective, it appears that rr'yields a better result than
6. The maximum value of 4.15 for agrees with the

location of the knorn defective valve, while the two
largest values of occur at A =4,8. (Table (4b))

The apparent lack of improvement in the calculated
results in going from to Z can have several reasons.
One reason is that the actual state of the HPAC is
difficult to determine since it has been used as a test
bed for several programs over a number of years and may
not have been restored to its original condition.
Defects may be present which are not known to the current
generation of experimenters. The linguistic variable
ratings of Table (2) may have surrendered some of their
original validity.
Another reason is that the mathematical route leading to

W;may not be the most appropriate calculational
approach towards improving the values of ' A
modification that can be made is to use only membership
values above a certain level 0 . An argument for this
modification is that the noise level of the experiment
tends to obscure the significance of values below a
certain level which is taken to be thewc level or cut.
To examine this modification take vx02. . Some of
the values in Tables (4a) and (4b) are then changed
because *-0.20 means that the membership values of .17 in
Table (3) are to be neglected. Since the values of Table
(3) are used to calculate the values of Table (4), the
rows oft values can have one or more of their boxed
values changed. In Table (4a), reading from left to
right, the present values for the t-7 row are replaced by
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1.33, 1.33, 2.66, 0.75r 0.75, and 0.94, respectively.

The other rows in Table (4a) remain unchanged.Similarly, in Table (4b) the.9 -1 row is replaced by 0.50,
2.17, 2.67, 0.50, 0.42 and 0.71, respectively, thei-2
row is replaced by 0.50, 2.16, 2.66, 0.50, 0.48, and
0.74, respectively and thei -7 row is replaced by 1.99,
1.33, 3.32, 0.75, 0.75, and 0.94 respectively. The other
rows in Table (4b) remain unchanged. These altered
values in Tables (4a) and (4b), however, do not enhance
the dis.crimination of the defective valves.

It is to be noted that the application of the fuzzy set
membership function utilized in this analysis to this
point represents only one approach among a number of
approaches to the reliability and performance
determination of complex machinery using fuzzy rets.
(Differing approaches have been formulated by Kaufmann
and Gupta 4, Kaleva, 5 and Montero. 6) In the approach
utilized herein the membership function is interpreted as
being a possibility distribution in analogy to the more
commonly ured probability ifunction. This interpretation
allows the membership functions to be manipulated in a
manner similar to the manipulations of probability
functions wnich similarity has been utilized in this
investigation. The possibilistic sum has the same form
as the probabilistic sum.

Table (4) shows the assumption that the symptoms are to
be treated as if they operated in parallel with each
other. Since the results obtained under this assumption
do not correspond closely with the known placement of
defects, the likelihood functions are now obtained with
the replacement of this assumption by the assumption that
the symptoms operate in seres. This alternate
assumption does correspond to the actual physical state
of affairs since the compressor stages ae connected in
series. Under this alternate assumption, the membership
values on each line of Table (3) are multiplied together.
For the case of a defective third stage suction valve the
results in going ,hrough the valves from the first
through fourth stages are .0069, .0056, .0037, .0056,
.0037, .0056, .0012 and .0000, respectively. The
corresponding results for a defective third stage
discharge valve are .0000, .0000, .0000, .0000, .012,
.016, .0032, and .0000, respectively. (See Table 5).

g clusi ja j Comparing results between the parallel and
series computational models for a defective third stage
suction valve, it was found that the results for the
series model are no better and are even .pnewhat y?6se
that those displayed by the values of a and 9j. For
a defective third stage discharge valve, however, the
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seras model yields a marked improvement relative to 1
a~nd 2'0 values.

Further research is required into the theory of fuzzycoherent strictures in order to improve the mechanicaldiagnostic* situation utilizing available data.
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Table (1) DEGREE OF MEMBERSHIP

level 1I level 2 level 3 level 4 level 5

LOW 1.00 0.67 0.33 0.00 0.00

low 0.50 0.83 0.50 0.17 0.00

high 0.00 0.17 0.50 0.83 0.50

HIGH 0.00 0.00 0.33 0.67 1.00
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Table (3) MEMBERSHIP VALUES FOR RUNS WITH
DEFECTIVE VALVES

DISCHARGE DISCHARGE
PRESSURE TEMPERATURE
(STAGE) (STAGE)

LEAKAGE AT AIR IST 2ND 3RD 4TH IST 2ND 3RD 4TH
VALVES

IST STAGE (3SV) .33 .50 .50 --- .50 .50 .50 .67
SUCTION (3DV) .00 .17 .50 --- .50 .50 .50 .67

1ST STAGE (3SV) .33 .50 .50 --- .33 .50 .50 .63
DISCHARGE (3DV) .00 .17 .50 --- .33 .50 .50 .83

2ND STAGE (3SV) .33 .33 .50 --- .33 .50 .50 .83
SUCTION (3DV) .67 .00 .50 --- .33 .50 .50 .83

2ND STAGE (3SV) .50 .33 .50 --- .50 .33 .50 .83
DISCHARGE (3DV) .83 .00 .50 --- .50 .33 .50 .83

3RD STAGE (3SV) .50 .33 .33 --- .50 .33 .50 .83
SUCTION (3D) .83 .67 .33 -- .50 .33 .50 .83

3RD STAGE (3SV) .50 .50 .33 --- .50 .50 .33 .83
DISCHARGE (MDV) .83 .83 .33 --- .50 .50 .33 .83

4TH STAGE (3SV) .50 .50 .33 --- .50 .50 .33 .17
SUCTION (3DV) .83 .83 .33 --- .50 .50 .33 .17

4TH STAGE (3SV) .00 .50 .33 --- .00 .50 .50 .67
DISCHARGE (3DV) .00 .83 .33 --- .00 .50 .50 .67
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Table (4) Likelihood Functions (Parallel Model)

a. 3rd stage suction valve defective

.- 1: 1.33 2.17 3.50 0.75 0.42 0.85

-2: 1.33 2.16 3.49 0.75 0.48 0.87--- - ..- . - -

9-3: 1.16 2.16 3.32 0.78 0.48 0.88

t-4: 1.33 2.16 3.49 0.75 0.48 0.87

1-5: 1.16 2.16 3.32 0.72 0.48 0.85

A-6: 1.33 2.16 3.49 0.75 0.48 0.87

,,7: 1.33 1.50 .83 0.75 0.70 0.92

: 0.83 1.67 2.50 0.66 0.75 0.92

b. 3rd sta g di cha re valve defective

'-i .67 2.17 2.84 0.56 0.42 0.76

,6-2 .67 2.16 2.83 0.58 0.48 0.78

A,3 1.17 2.16 3.33 0.84 0.48 0.91

$-4 1.33 2.16 3,49 0.92 0.48 0.96

.J=5 1.83 2.16 3.99 0.78 0.48 0.88

.- 6 1.99 2.16 4.15 0.75 0.48 0.67

J-7 1.99 1.50 3.49 0.75 0.69 0.92

,-1 1.14 1.67 2.83 0.69 0.75 0.97
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Table (5). Likelihood Functions (Series Model)

3RD STAGE 3RD STAGE
SUCTION VALVE DISCHARGE
DEFECTIVE VALVE

DEFECTIVE

1 .0069 .0000

=2 .0056 .0000
0-=3 .0C37 .0000

-4 •.0056 .0000

=9=5 .0037 .012

-6 .0056 .016
,J7 .0012 • 0032
-, 8 .0000 6.0000
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AN iNmERATED APPROACH To MANUFCTURING EQUIPMENT
CONDITION MONITORIG AND PRODUCT IN-PROCESS CONTROL

Gary W. Carriveau

Nondesructiv testing Information aAnalysis Center (NTIAC)

or ecees acepabl, peforanc leeloandthat the, final product is the highest
accptale u~lty-I Mnitrin sytem toassess the performance of both

__________ cioshae ee evloe in the past. 'These have had a range
of lvel ofsopistcaton nd uccss.Thepurpose of this paper is to look beyond
thee Ldepndet fnctonsto n epaneddevelopment which capitalizes on the

tecnolgy nfastuctrefound in some modern NDE sensor-based process
inspctin ad~crconrolsystems. The objective of thia enhanced system its to

interateNDEmethodologies found in both "swae-of-health" and in-process
conrolmontorngsystems with the end result an improvement in process

equimen maitennceand repairs. The key innovation Int this enhanced system
is hatitcanempoyhardware and software components already existing in many

In-rocss nsectoziorcontrol systems. The primary advantages of this approach,
in adiinto imrvdproduct quality, are to increase equipment productivity by
reducing equipment down time, reduce iepair part expenditures, and improve
equipment maintenauce procedures. This paper contains a review of ND1- sensors
applied to state-of-health monitoring, and in-process inspection and/or control;
typical applications of these systems; cost/benefit analysis of a typical system; and a
detailed discussion of the integrated system including advantages that may be
expected when it is used.

Key Words: Equipment diagnosis; expert systems; INDB sensors; nondestructive
evaluation; predictive maintenance; process control; productivity improvement;
quality improvement; state-of-health, mcnitoring

Introduction: The objective of using nondestructive sensor-based manufacturing
and msterial process control is to improve the quality and performance of end
products. Effective inspectior,,/test/evaluation results in an ivicrease in efficiency

In production methods and should also result in the reduction of material wastesI and costly rework to correct nonconforming items. Furthermore, prodlvct
production rates may be accelerated and the time to produce new produacts and gett hern into use can be reduced.

Inspection/ test /evaluation methods usually fall into three general categories.
These are when methods are applied to the end of~b the mw when they are
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ncU- -.t With the: r-- and when inspection/test/evaluation information is
used t.Qr.le =2=

Fnd of proce.ss (post Process) inspectlon/test/evaluation, where information Is not
gathered urtil the process is completed, has been the most commonly found

application over the longest period of time. Inspection/test/evaluation can be
accomplished using both nondestructive and destructive methods. A traditional
"final test and inspection" suffers in that product deviations are found too late
resulting in expensive reworking or scrap, both introducing unnecessary waste.
This approach was most often used in the past, however, technology and
manufacturing philosophy advances have clearly illustrated the inherent
weaknesses and changes are now being made to more advanced systems.

In-process inspection/test/evaluation departs from the conventional systems
described above by assessing a number of process parameters during the process,
and using this information to assist in the control of the process. Many modern
state-of-the-art process systems use some form of in-process
inspection/test/evalution. Through implementation of these, product deviations
can be eliminated or corrected before more value is added, thereby reducing rework
and waste.

The future is seen in a full application of inspection/test/evaluation information
in process control. Here, information from a complete set of parameters is used
with a computer-based mathematical model of the process and real-time decisions
are made by an expert system to control the process. This results in products that
are in full conformance with required specifications, thereby eliminating waste,
enhencing availability, and improving quality.

The same hardware/software in-process control infrastructure may also be used as
the basis of advanced state-of-health monitoring of the product processing
equipment. An integrated system not only achieves reduced waste, it also has the
potential for a significant improvement in production efficiency.

Conventional End of Process Inspection: The primary feature of a conventional
end of process inspection is that all of the inspection/evaluation/testing is
performed at the conclusion of the process, after the processing value has been
added to the product. A block diagram of a typical end of process inspection
scheme is shown in Figure 1. In this and all subsequent examples, the process
and/or inspection may contain many steps. They are shown as only one block
for simplicity.
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J1

Material Process (If Ne ry) Product

Rework
.. . ... (If Possible) '

waste

CONVENTIONAL END PROCESS INSPECTION

Figure 1. Block diagram of a typical conventional end process inspection scheme.
All inspection occurs at the end of the manufacturing process. The
inspection reveals those products that fall outside of acceptance criteria,
the remaining products are considered usable. Rejected products may
require expensive reworking to be re-used or to meet acceptance criteria
or they must be discarded as waste. Rework and waste costs are high.

The inspection should reveal that fraction of the product which falls outside of the
acceptance criteria; the remaining fraction is considered usable. Rejected products
normally have a large investment in time and effort(value added) as well as initial
material costs and they may require additional expensive reworking to meet
acceptance criteria. Otherwise they must be discarded as waste. Reworking and
waste costs associated with this type of inspection are very high compared to the
more sophisticated schemes d-scussed below.

In-Process Inspection: An improved inspection scheme is outlined in the block
diagram found in Figure 2. This illustrates a system approach to an old problem. It
must be emphasized that this is not a new technology, in fact, a system of this type
normally does not require exotic new equipment.
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Data from the sensors is used in process control, either by a human operator or by
automatic (or semi-automatic) controlling devices. The information is not
necessarily provided in real-time and, in fact, some time may pass (resulting in
unacceptable product) before adjustments are made.

For a meaningful use of the sensor data, a general understanding of the process is
required. This may be gained a priori, often with a "best approximation" approach
to acquire parameter values. As an example, it may be understood from past
operation records that a particular set of pressures and temperatures must be
maintained. However, it is not necessary to have a fundamental understanding
of the process itself to determine how changing pressure and temperature may
change the process results.

As indicated, final inspection is often necessary at the end of the process (or sub-
process step). A final inspection produces no added value; it is often used as much
for safety considerations and to reduce liability as to improve quality.
Implementation of in-process inspection generally reduces waste and rework and
this approach is becoming the norm in modem manufacturing.

It is encouraging to note that the number of users of NDE sensors for in-line
process inspection and/or control is increasing (1] as the advantages of their use is
identified and understood. There is a general evolution to more advanced NDE
inupection/control schemes iWl which more and more inspections are moved "up-
stream" in the total manufacturing operation.

Sensors in Manufacturing Process Control: A typical NDE sensor-based process
control system is shown in the block diagram of Figure 3. It consists of a larger
number of sensors, a computer-based process control model and expert system, and
process controllers. It departs from the conventional systems described above by
monitoring a large amount of processing environment data, and automatically
controllin#7 process parameters in real time, often without the interaction of
human operators. In this way, any deviation from pre-set acceptable standards can
be corrected as soon as it occurs.

If the process parameters are based on a thorough understanding of the physics and
chemistry of the process, and if the process model contains all of the significant
process parameters, then no product can go through processing without achieving
the desired quality and desired performance characteristics. Through the use of
systems of this type with their inherent high quality, waste is greatly reduced.
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Computer-Based '~
Process Model and
Expert System for

Automatic Rea!-flme
Process Control

Sensors
(Non-Contact

and/or
Embedded)

Inspect
Material Process (If Necessary) Product

NDE SENSORS IN MANUFACTUHING PROCESS CONTROL

Figure 3. Block diagram of a typical in-process control scheme. Evaluation of the
manufacturing process occurs during the process through the use of a
large number of multi-parameter sensors. These data, analyzed in real-
time, are used by a computer-based process model and expert system. A
fuily comprehensive understanding of the process, by the process
model and decision making ability achieved by the knowledge based
expert system, provides real-time process control. Inspection of the
product may be required in the early system development stages;
however, once the system operation is accepted, inspection may be
unnecessary. The final product will be totally acceptable, eliminating
rev,,. rk and waste costs.

As mentioned above, current final inspection procedures do nothing to add to
the value of the product, except possibly to limit liability. Their function is
primarily to screen out product that have negative value. Some in-process
inspection systems may successfully reduce rework and waste, however, costly
Inspection is often still required. Ultimately, through the use of NDE sensor-
based process control, no product that has been produced in confoimance with a
comprehensive process control model will require inspection. Additional saving
may ultimately be found in the reduction and/or elimination of failure analysis
to find out why a particular process went wrong and for some kinds of recycling
and reworking of process materials.

Requirements for Nondestructive Sensors for Process Control: In seeking to
precisely measure those parameters that control the quality of the product, an
array of NDE sensors is used. A great deal of effort has been made to develop
sensors that provide the best possible Information concerning the process
parameters. Note that NDE sensors describes a very wide range of devices. Some
are very simple, inexpensive, off-the-shelf products, while others may be very
costly requiring custom design for specific purposes. Non-contact, non intrusive
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K NDE senors which can monitor ongoing processes often must function in very
hostile environments.

Sensors to be used in NDE sensor-based control and monitoring systems must be
"active", that is they must continuously interrogate the process that they are
monitoring. They normally cannot be "passive", waiting for an event to occur to
report only when this happens. Data must be available in real-time, rapidly
enough to report to the process controller while the process is running. The
process model-expert system relies on continuously updated information used for
decision making process controls.

Furthermore, the sensors must be nondestructive and non intrusive to the
material and processes that they are monitoring. This normally requires that
they are non-contact devices, out of physical contact with the material. They
normally must use some form of energy that can monitor the material being
processed remotely.

In addition, the NDE sensors are often called upon to function in very hostile
environments. This may include operation in high or low temperatures and
relative humidity, corrosive atmospheres, high or low pressures, and potentially
damaging ionizing radiation fields. Because the process control depends on
continuous real-time data, the sensors must be very robust and reliable.

Very few currently available NDE sensors meet all of the listed requirements. It
is certainly clear that, because of the sophistication often required, these sensors
may be expensive. One element of expense will be that most sensors will have
to be custom designed for a particular application. For examnple, a sensor system
developed for use in ceramics production which uses neutron radiography may
cost between $500,000 and $1,000,000.

The basic thrust of NDE sensors in process control is to use appropriate sensors in
sufficient numbers to measure all of the significant parameters and to use this
information to fully control the process. The end result will be a product that is of
the highest quality and the most cost effective.

State-of-Health/Predictive Maintenance System: Many papers have been written
on dedicated state-of-health and predictive maintenance systems [2]. These systems
are intended to improve maintenance, in'crease equipment productivity by
reducing equipment down time, reduce equipment repair parts expenses, reduce
travel and ancillary expenses associated with centralized support to local
maintenance in the repair of processing equipment, and reduce processing labor
requirements, particularly labor overtime.

Application of these systems proves especially important in continuous process
manufacturing in which unexpected interruptions can become extremely
expensive. Examples may be found related to unscheduled downtime involving
lost production and in those cases where machinery problems cause damage to
product and/or production machinery. In addition, state-of-health and predictive
maintenance systems may be employed in an effort to predict and avoid failures
that could cause serious injury and/or death to employees.
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As processing machinery is made more productive by employing monitoring X,

systems, the level of service can be increased with fewer machines than would
otherwise be required. This is a very significant consideration because of the space
limitations in many manufacturing centers as well as the high capital costs of new
equipment and floor space.

Of course, state-of-health monitoring systems may be very expensive to
implement. Their use must create a net cost savings to be considered attractive. A
recent cost/benefit analysis for a predictive maintenance system used on
electromechanical continuous processing mach.rery tray be used as an example
[3]. An abbreviated summary of the results is presented below.

Break even occurs when the total net present value savings from the monitoring
system equals the total net present value of the costs of the system. Since the costs
of the system are fairly well understood and well bounded, the main issuebecomes that of estimating the amount of the potential savings that the system

actually captures.

For the system considered in the cited study, using the midpoint capital
investment cost estimate of approximately $82.5 million, the system must capture
approximately one-third of one percent of the potential savings to break even.
With this fractional savings capture, the pay back period (the ruumber of years
required for the cash flow in non-discounted dollars resulting form the
investment to repay the investment) is approximately 6.5 years, For fractional
savings capture approaching one percent the savings to investment ratio
approaches four and the pay back period is close to one year. Examples of
fractional cost savings approaching ten percent or better are commonly achieved
in private industry.

It is highly recommended that a detailed cost/benefit analysis of this type be
included as one of the fundamental assessment factors whenever implementation
of advanced state-of-health monitoring/predictive maintenance systems is being
considered. Successful identification and quantification of resulting savings will
provide an important influence when attempting to secure management and/or
financial support for such an effort.

Integrated Process Control/State-of-Health/Predictive Maintenance: Figure 4
presents a schematic of the integrated in-process control And state-of-
health/predictive monitoring system. Monitoring systems to a3sess the
performance of both independent functions have been developed in the past.
These have had a range of levels of sophistication and success. The purpose of the
integration is to further improve on production quality and efficiency.
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Computer-Based
Process Model and State-of-Health
Expert System for Monitoring and

Automatic Real-Time Predictive Maintenance
Process Control

Sensors
(Non-Contact

and/or
Embedded)

Mai Process Inspect Product(If Necessary) c

STATE-OF-HEALTH MONITORING PREDICTIVE MAINTENANCE

Figure 4. Block diagram of an integrated in-process control/ state-of-health
monitoring system. Information from existing sensors (sometimes
supplemented by additional sensors) is used by a state-of-health and
predictive maintenance system. Results can be used to supply real-time
information of process equipment state-of-health. When used with a
knowledge-based expert system this combination may also predict
potential problems and assist in process equipment repairs. The
integrated system employs much of the existing hardware/software
infrastructure found in in-process control systems.

This system employs a sensor/analysis system to monitor the state-of-health of the
process equipment, often using the same hardware infrastructure (sensors,
computers, interfaces, etc.) already available from the in-process control
equipment. For some cases, additional sensors for equipment monitoring may be
required. The multiple sensor Information is used by a knowledge-based expert
system to assess how the process equipment is performing. The result is an
indication and prediction of potential problems with production machinery. In
addition to providing information concerning the state-of-health of the process
machinery, a knowledge-based expert system can be used to assist in repairs. This
aspect provides an extremely powerful maintenance tool. This is especially
important when one considers that hands on experience becomes more and more
limited as machinery becomes more and more robust and/or complicated. When
a system of this type is developed, it can yield important real-time information
which may prevent unscheduled downtime and/or catastrophic failure and
furnish assistance to the engineer/technician for required repairs.
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Summary:

This advanced concept, which illustrates the direction for the future, is an example

of the benefit of system integration. Through the use of this system, all product
will conformt to acceptable quality specifications. In addition, process equipment
will be able to perform in maximum efficiency. Costs will be reduced through

minimization of the waste of raw materials and labor(both manufacturing and
repair) and in maximization of equipment efficiency.
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Abstract: The U.S. Army Corps of Engineers established a Repair, Evaluation, Maintenance, and
Rehabilitation (REMR) program to focus more attention on deterioration rates of civil works structures.
A team at Iowa State University has focused on the objective to develor an inspection and rating system
that uniformly and consistently describes the current condition of sector gate structures. The objectives
of this paper are to: (I) Provide an overview of the sector gate !nspectioi and rating system and (2)
Present resmuts of a recent inspection of Chicago Harbor Lock which was constructed in 1939 to separate,

? definitely and effectively, the Chicago River from Lake Michigan which suppiies water tc the Chicago
community.

Introduction: New construction of civil works projects is being overridden by the need to maintain
existing projects. Many existing civil works structures are nearing the end of their design life but
must continue to serve the public. The U.S. Army Corps of Engineers (US-COE) REMR (Repair,
Evaluation, Maintenance, and Rehabilitation) program was deslgnd to focus attention on maintenance
and to record and build baseline deta to monitor deterioration rates of these structures.

Included within these civil works projects are sector flood gate structures and sector lock gate
structures. Sector flood gates function to protect the maninsd ijun hurricanes, high-water situations,
and salt water Intrusion. Sector lock gates, on the other hand, include the flood gate functions in
addition to passing river traffic past dam structures. An Iowa State Unioruity research town, applying
the REMR project objectives to ector gate structures, has developed an Inspection proma to detect
problems at an ery stage. One gal of this project is to develop a raig procedure to describe the

' overall condition of the structure accurately. Such a rating will flag a potential problem for the
sgineer, Th other pa Is to develop maintenance ad repair guidlinu ibr these problems. Only

the first goal is adrm in the erly sections of this paq. A detaled cae study is included in the
atter sections of this paper.

Overview: During the ourse of this prqject, the ISU teum has met with Corp personnel and
conucted site visits and field investigation at many seOW gte ibeilitie. Cops wiperts conveyed
their opinions a to the ctca coponents of sector te opestion wad repair, sugestod aom of
quentilyfini these componwt an m islted thr to the overall coition of the st gtes Then te
project tro the etprts' commas an d foawlaed them into an inspection procedure and a
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tentativc set of rating rules. Field tests of the inspection form and rating rules were conducted at four
gate sets. At each test site, improvements to the rules and inspection process were suggested by the
-xperts and incorporated into this work.

Field Inspection: The inspection and rating procedure is illustrated schematically in Fig. 1. The
entire process is based on a field inspewction of the sector gate structure. During this inspection,
current physical attributes of the structure are obtained. Pata, such as the location of che gate,
inspection history, historical water level, and maintenance history, are recorded on the first two pages
of the inspection form. Additional pages provide space for entering such field measurements a-
anchorage movements, elevation changes, gate deflection, cracks, dents, and corrosion. These
measurements are used directly to rat. the condition of the gate. All data are measured by subjective
observations, a tape measure, a level, a ruler, dial gauges, and cameras.

The gate leaves must be jacked at least once for a complete condition index evaluation of a set of
sector gate leaves. The leaves are lifted to remove all load from the anchorage system. Three

possible jacking scenarios exist during an inspectior: (I) gate leaves are jacked during the current
inspection, (2) gate leaves are not jacked during current inspection but previous jacking information
exists, and (3) o ate leaves have not been jacked and will not be jacked during the current inspection.
A complete condition index can be calculated for the first two scenarios with the flust being more
accurate. The final gate leaf condition index cannot be computed for scenario 3.

Inspection &

Rating Proceure
[Fied Inspection

Entry

'Expert Rules

[Report ICodiio Inderxtln

-~ =" -Notes

Figure i. Inspection and Rating Procedure

Condition Index: The condition index ((C!) is primarily a planning tool with the index values serving
as indicators of the general condition level of the structure. The index is meant to focus management
attention on those structures most likely to warant immediate repair or further evaluation. The Cl
scale ranges from zero to 100 and is calibrated to &roup structures into three basic zones: 70 to 100
means no action required; 40 to 69 means maintenance saion may be necessary, If economical; and 0
to 39 means maintenance is probably required, after further investigation.

Because the Cl involves engineering judgment and depends on the experience of the Ierson making
the evaluation, these aspects of the Cl were difficult to capture. Experts in this field were interviewed
and discussion continued over more than one year until a consenws began to develop. The authors A

hove attempted to blnd all the opinions expressed at these meetings into a set of "expert opinion"
rules that are embedded in the evaluation that constitutes the CI. The rules have been designed to

348



interpret straightforward, visual observion datv in much the same manner that a seasoned engineer
would interpret feld obsuvations.

Two general structural criteria for evaluating the C! are available: safety and serviceability. Safety
relates to the performance of a structure beyond normal service conditions, for example, under such
abnormal conditions as excessive load. !Serviceability relates te ,.e performance of a structure under
normal service conditions, for example, excessive leakage. The Cl for each distress is based on field
measurements of the distresses and the opinion of experts. It includes both safety and serviceability
aspects.

A series of critical measurements are made on each gate to quantify the Cl. Experts were asked to
interpret these measurements in light of the serviceability and safety of the gate and to assign the
limiting values to the measurements. Specifically, a series of distresses are identified. Each distress is
quantified by a measurement X. For example, anchorage movement is a distress quantified by the
relative motion between the steel and the concrete at the steel and concrete interface before and after
jacking. The individual distress CI is quantified by

CI = 100(0.4)(1)

i'ere X. is some limiting value of X [1-3]. Fig. 2 illustrates the equation and the previously
mentioned zones. Experts have selected X.. to be the point at which the gate requires immediate
repair or at least a more detailed inspection and Cl evaluation. In other words, it corresponds to a Cl
of 40 and is a potentially hazardous situation.

Structural considerations: Many structural considerations are embedded in the Cl rules. In addition
to functional and operational factors, the experts took structural factors into account when setting
limiting values, tolerances, and weight factors. With this in mind, the structural adequacy can be
characterized by several of the distress measurements. Some distresses in Table I have a more
significant impact on safety than others. The structural distress subset is listed in Table 2. The
structural distresses are flagged if the structural distress measurement exceeds certain bounds. A
structural note along with the corresponding measurement will be included in the summary report 'or
potential structural problems that have been flagged.
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Figure 2. Condition Index related to X/X=-
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Dlatrm descriptiois ant; X..,: If a sector gite structue is de3gnad and constructed properly, it has
on initial Cl of 100. The Cl will degrade as vai.ous distresses are incurred. A total of ten distresses
have been identified for cattegorization in this project. Each is described briefly in Table I. Each of
these distresses can detract from the safety and serviceability of sector gates.

The Cl for each distress dq'nds upon the ratio of a field measurement X to some limit X., In the
following se,.ions, the definition and measurement of X and X,. values are described for one distress.
For complete documentation, refer to the project report [3]. Potential causes of the distress are also
listed. These causes are the problems that must be addressed in the maintenance and repair of the gate.

Table I. Distresses in Sector Gates

Distress Description

Top Anchorage Movement Displacement of embedded anchorage
... ...______ _ system

Gate deflection Nose deflection before hinge pinrotates

Levelness Vertical gate displacement

Cracks Breaks in structural steel
components

Dents Disfigured structural steel
,,. components

Noise, jumping, and Abnormal noise, jumping or
vibration vibration during gate operation

Corrosion Loss of steel due to interaction
with the environment

Hinge wear Total wear in hinge pin casting
(anchor bracket to hinge bracket)

Vertical wear of thrust vertical wear of thrust bushing
bushing from reference position

Leaks and boils Water passing through or around the
gate

Table 2. Structural Distresses

Distress Brief Description 

Top anchorage movement Embedded steel movement

Jumping Abnormal gat uminI

Girder cracks Breaks in main horizontal
girders

Girder dents Di.nfiguration of main
horizontal girolirs

Girder corrosion Loss of girder steel
Gate deflection Nose deflectj')n before... hinge 1n rotates

Tor Anchorage Movement (definition end caues): Anchorage movement Is a rarallol and
perpendicular displacement of the embedded anchorage system. Movement can occur during opening
or closing of the gate leaves and during filling or emptying of the lock chambei. Some anchorage
configuration, tlled flexible anchorage systems, art designed to permit movement, while rigid
anchorage systems do not. Anchorage movement can be caused by several factors:

0 Corrosion # Concrete cracks
e Steel elongation or movement * Additional load
* Movement at shims or nuts
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The top anchorage system is the only mchanism that connects the top of" the gate leaf to the concrete
wall. Hence, the presenos of anchorage movercnt may indinee a significmt structural problem, or it
could eventually introduce struirural problems into other gate components.

Top Anchorage Movement (measurement and Limits): For lock gates, measurement of the

anchorage movement will be made between the concrete interface and hinge casting bracket (Fig. 3)
while gates are open (0), closed (C), closed with fidl head (CF), and jacked while half open (J).
(Refer to Field Inspection Section, for discussions on Sate leaf jacking). For flood gates, the closed
full head position is omitted. The maximum motion that occurs at the embedded steel, X, is found by
subtracting the smallest of the measurements from the largest in both the parallel and perpendicular
directions. If jacking is not performed during the current inspection, the largest movement of a
previous jacked inspection will be compaLed to the current measurements and the maximum selected.
If acking has never been performed on a set of gates leaves, the condition index for anchorage
movement and hence the combined gate condition index cannot be computed. The presence of
cracked or spalled concrete at the concrete interface and the existence of level 3 (Severe pitting in a
dense pattern or thickness reduction in a local area) or greater corrosion on the anchorage
configuration is also recorded.

For rigid and frame-type anchorage systems, a displacement of 0.03 in. has been selected as the
limiting motion.

X. = 0.03 in.
The experts judged that motion greater than this could indicate a significant structural problem For
flexible anchorage systems, the maximum elastic motion has been selected as

X. = 0.0006 (L) in.
where L is the length of embedded anchorage ir inches. Any Ppalling or cracking of the concrete in
this area will reduce the condition index in this area by a factor of 0.85. In addition, a corroded
anchorage configuration will reduce the condition index by a factor of 0.85 [21,(3]. The Cl for a gate
anchorage arm is determined from Eq (1).

Figure 3. Embedded Anchorage Configuration

Other Distress Codes: Measurement will also be recorded for the nine other distresses shown and
briefly described in Tnble 1. The additional distresses include: hinge wear, gate deflection, levelness,
cracks, dents, noise jumping and vibration, corrosion, vertical wear of thrust bushing, and leaks and
boils.

Multiple DIstresm: When several types of distress occur simultaneously, such as both anchorage
movement and cracks, the Cis are combined into a single value. Weighting fctons are introdzced to
retlect the importance of the various distresses. Heoce, let w, be the weighting factor of the Cl for
distress i (Table 3). The weighting factors assign more value to the more significant distvaes.
Relative initial weights are listed in Table 3. They reflect, to sothe degree, the opinion of the Corps
experts and also the opinions of the authors. The table illutates that anch-orage movement is the
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most important and dents the least important. The normalized values W,' wre listed in Table 3
(rounded to add up to 100). The combined Cl for all distresses is then given by

CI -Wcl, + w'C,,.. ~
As in the previous management systems the mretive importance of a distress becomes larger as a
distress became more severe. To account for this, the project team introduced a variable adjatmntt
factor to increase the distress weighting factor w by a factor up to eight as its Cl approached Zone 3.

Table 3. Condition Index Weighting Factors

DISTRE~SS W W (0)

Top anchorage movement 10 17

Gate deflection 6 10

Leveiziess 59

Cracks 5 9
Dents 1 2

Noise, jumping, and vibration 5 9

Corrosion 7 12

Hinge wear a 14

Vertical wmar of thrust bushing 7 12

Leaks a~nd boils t 4 6

Field Testing and calibration: The performance of the rating rules is evaluated by comparing the
calculated 'A values with Cl vslues determined by a group of sector gate expert engineers. The
inspection end rating module development end-% with field testing and final calibration. For example,
four preliminary meetings took place before the final seven calibration tield tests. Nine US-COE
experts were involved in all seven calibration visits. Each expert was asked to rate the individual
distreases in each gate leaf, that is , to assign~ a Cl to each of the ten distresses. Additionally, the
experts were asked to assess an overall leaf Cl. Some adjustments to the limiting values and
weeighting values were mrde to better fit the experts' ratings.

11e revised version of the overall rating system corresponds well with the experts' ratings, as
illustrated in Fig. 4. Variance still exists betweet the current version as well as btwtn the experts
themselvets. Therefore, the interpretation of the results must take this into account.
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Cbltago Harbor Lock Inspection: This inspection was conducted by James Stecker, Kevin Rens,
and Lowell Greimann under contract with USA-CERL under the direct supervision of Dr. Anthony
Kao, The work was coordinated through the U.S. Army Corps of Engineers, Chicago District Office,
with Atlano Boldoc and Richard Pickett. Messrs. Bondoc, Pickett, and Ed Johnson, also of the
Chicago Dhcrict office, were present and observed most of the data collection procedures on both the
upper and lower sets of gate leaves. The inspection procedures were conducted in accordance with the
sector gate technical report [3). Certain procedures require the gate leaves to be jacked. The
equipment for jacking, the divers, and supporting dive crew were provided by the Rock Island District t
and were under the direction of Mr. Ken Shoemaker and Mr. Mike Beneventi.

The data collected during the inspection procedures are recorded on an Inspection Form and identified
as to location and other pertinent general information. The data recorded represents measurements
from instrumentation, survey equipment, or subjective observations. A copy of the inspection forms
for each gate with raw data for each set of gates as well as the computer evaluation output is included

1 in the case study report [4).

General Obser'ations: The general appearance of both sets of gates was good. They have been well
maintained, and the normal cycle operations of both gates were smooth and quiet. At the upper gates,
the obvious failure to close indicates there is a mejor problem, but if the gates were closing properly, a
casual observer would think the gates were in good condition. In the course of the inspection and
subsequent evaluation of the collected data, it was determined this war not the case. The hands on
field inspection helped identify, problems that a general inspection plar, might miss.

Condition Index Calculation and Analysis: Facing downstream (or west) on the Chicago River, the
lower gate is closest to the city whereas the upper gate is closest to Lake Michigan. Left leaves are on
the south side of the lock chanber and the right leaves are on the north side.

The overall gate condition indices are calculated to be as follows:
Right Leaf Left Leaf

Lower Gate 47 41
Upper Gate 39 40

A full explanation of the meaning of the condition index scales and zones is shown in Table 4. In
addition to the overall condition index given for each leaf, the evaluation program also identifies and
tabulates a condition index for ten separate distresses for each gate leaf. In the opinion of the authors
of this inspection report, it is the distress condition indices that provide the most information for the
determination of maintenance and repair plan.

A general observation regarding the overall gate condition index and individual distress condition
indices is appropriate. A condition index of 40 is a trigger point as shown in Table 4. If the
condition index is below 40, actions are necessary to either restore function or preserve safety. If
above 40 but below 69, nalysis of alternatives should be done to preserve function and safety. In this
specific case, one gate leaf is below 40, two are at 40, and one is approaching 40 on the way down.
Evaluation of the condition indices for the distresses on each gate leaf can focus the review of
alternatives for maintenance and repair by a qualified management team or engineers.

The follow-ng Is a narrative of some observations and hand calculated results of recorded data
mewirenents. Refer to the technical report for explanation of terms, evaluation methods for certain
components distress documentation, measurements, and limitations (3). The narrative is outlined by
individual d;stre types for each set of iates. The individual distress Ci's are shown in Table 5.
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Table 4. Conditioh Index Scales and Zones

zone Condition Condition Recommended
index Description Action

85 to 100 Excellent: No noticeable
defects. Some aging or wear

1 -_ay__ visible. Immediate
action is

70 to 84 Vary Gocd: Only minor not required
deterioration or defects are

___ evident.

55 to 69 Good: Some deterioration or Economic
defects are evident, but analysis of
function is not significantly repair
affected. alternatives

AO to 54 Fairr Moderate deterioration, recommended
Function is still adequate. to determine

appropriate
action.

25 to 39 Poor: Serious deterioratioi Detailedi in at ]least som portions of eval. iv

the structure. Function is =squired to
inade-uate. determine

the need for
10 to 24 Very Poor: Extesive repair,

deteror:tion. Barely rehab., or
functional. reconstrctn.

Safety eval.
0 to 9 Failed: No longer functions. recommended.

General failure or complete
failure ot a major struczural
component.

Table 5. Chicago Harbor Lock Condition Index summary

SUpper Lower

Distreas Laft Right Left Fight

Top Anchorage 4vmt. 68 70 69 71

Gate deflection 87 91 75 75

Levelness 93 _ 90 96 96

Cracks 100 100 100 100

Dents 100 83 83 40

Noise, Juml,Vibrtion t00 to0, 100 L00

Corrosion 40 32 29 32

Hinge Wear 32 3! 20 34

Thruet aushing Wear t00 .00 100 100

Leake and Boils 0 0 100 300

Overall CI a 40 39iu~.mu 41.±.. 47..immi

Lower Gate
Arboss Sytm: The mwhorage sytem La bat leaves showed negligible mvement Om than
0.001 in.) during jwacng, oming, and closing. Both amnoriaes had crasd and salled coecr te a
well as level 3 abor conoslon present at the steel embeddmmet. The lef leaf was flaged as a
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structural distress because the combination of movement, anchor corrosion, and spalled concrete
reduced tine Cl below 70, This could be a structural problem and should be monitored.

Gate Deflection: A gate deflection of 3/4 in. was re.orded for both gate leaves upon gate opening.
The total amount of gate deflection on the left leaf was i irh. This consisted of 1/4 in. initial
deflection (with hinge rotation) followed by a pause and then 3/4 of additional deflection (without
hinge rotation). Because of the unusual gate leaf behavior, it was decided to record only the 3/4 in.
The initial 1/4 in. could be attributed to wear in the operating equipment. The gate deflected less than
3/4 in. upon gate closing for both leaves

Noise, Jump & Vibration: Overall, both gate ieaves operated smoothly and quietly. The left leaf
experienced a jumping wotion one time at 40 % closed. This was determined to be the result of
operating machinery and was ignored by the Cl algorithm. It was also pointed out by lock personnel
that the left leaf occasionally vibrates during the swinging of the leaf. This inspection did not observe
this distress even though several cycles were performed.

Hinge wear: The left leaf hinge wear during jacking was measured to be 0.65 in. and the right leaf
hinge wear during jacking was 0.44 in. A vertical movement of 0. 18 in. was also measured on the left
leaf hinge casting as it was jacked. This became visually evident after the marker for hinge wear on
the gate hinge bracket began to rise as the leaf was jacked. The vertical dial gage slipped on the right
leaf and no measurement was possible.

The left leaf hinge pin is rotating within the anchor bracket plates, or upper hinge support. The top
nut was missing and the pin could be seen to rotate and move laterally in the top plates. The hinge
pin and cast steel hinge ball did not appear to rotate in the hinge casting bushing. However, since the
hinge casting also moved vertically 0.18 in. when the gate was jacked, one explanation could be that
the hinge casting and bushing was sliding up the face of the hinge ball. This would suggest the ball-
to-uushing interface is not frozen, but it still may not allow rotation. All the apparetkt wear appears to
be in the hinge suppoit plates. We could not observe a similar movement within the bottom plates but
believe wear is also present in the bottom plates.

The right leaf hinge pin appears fixed within the upper hinge support plates. Tlhe apparent wearing
surface is at the interface between the hinge pin and the cast steel hinge ball. When the gate swings,
the hinge ball rotates about the pin. When the gate leaf is jacked, grease is forced out the top of the
pin/ball interface and a gap appears on the backside of the pin. The hinge ball and hinge bushing did
not rotate with respect to each othe" but there still appeared to be some vertical movement of the
hinge casting similar to the left leai*. As described above, neither gate leaf was rotating as designed at
the hinge point. it was not possible to determine if the gates ever Oid or when they may have stopped
rotating in the bushing/ball interface.

Thrust bushing wear: Incremental vertical wear of the thrust bushing is dependent on successive leaf
inspections. This inspection fulfills the initial inspection requirements. The bench mark used was
SLWI on the left leaf side (just west of the southwest building). In addition, the divers measured the
distance between the pintle ball bushing tnd the lock floor on the right leaf and indicated roughly I
1/2 to 2 in. of clear space. The construction drawings indicate 2 in. to be the design clear space. As
noted, this distress condition index is dependent on a measurement of accumulated vertical wear to the
thrust bushing or pintle ball. An actual measurement of 0.25 inches of accumulated wear on the right
leaf would have reduced the distress CI from 100 to 40 and the overall right leaf Cl would have
reduced from 47 to 43. It is probably zi fe to assume that there has been at least 0.25 inches of wear
and this could be taken into account in the overall repair analysis.

Corroslv: The upstream skin corrosion on both gat leaves was determined to be level 2 and the
downstream skin at level 3. The upper girder web on the left leaf was completely corroded through
and had been patched by welding plates in on a llght downward angle from upper to lower flange.
Including the patch, the corroskon level was chosen to be at a level 4, It was low brougM to our
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attention by lock personnel that the corrosion was due to salt spread on the steel walkway to melt ice.
The corrosion level for the girders on the right leaf was judged to be level 3. The framing plate in the
recess corners were completely corroded through on both gate leaves and had not beeit repaired. The
franing was chosen to be at level 5 corrosion. In addition, on several places on both leaves, the steel
walkway had significant corrosion and was extremely thin. The very low CI indicaten the need for a
more detailed inspection for corrosion and a complete structural analysis is recommended on these
leaves.

Dents: The left leaf has a small framing dent behind the timber bumpers approximately 25 ft from
the nose and 5 feet down from the top girder. The right leaf has a dent that affects both the girder
and skin plate approximately 30 feet from the nose near the top girder. The girder dent, although
apparently not that serious, caused the dent distress to fall to a Cl of 40 on the right leaf. It would be
flagged as a structural distress on the summary report recommending further investigation.

Cracks: No cracks were found. Keep in mind that no cleaning was performed and the upstream skin j
was not chocked,

Leaks & boils: Both the left and right recess as well as the nose experienced around a 3 in. gap
which allowed leakage. This leakage was attributed to damaged seals and routine maintenance could
correct this problem. These leaks were ignored by the Ci algorithm and a Cl of 100 assigned.

Levelness: The gate leaves experienced only 0.01 feet of elevation change over the full cycle of

swinging.

Upper Gate

Anchorage System: The anchorage system on both leaves showed negligible movement (less than
0.002 in.) during jacking, opening, and closing. Both anchorages had cracked and spalled concrete as
well as level 3 anchor corrosion present at the steel embeddment. The left leaf was flagged as a
structural distress because the combination of movement, ancho' corrosion, and spalled concrete
reduced the Cl below 70. This could be a structural problem and should be monitored.

Gate Deflection: Both gate leaves observed a gate deflection of around 1/4 in. upon gate opcning and
closing.

Noise, Jump & Vibration: Overall, both gate leaves operated smoothly and quietly through most of
the closure cycle. The left leaf experienced noise, jumping and vibration at 95 % closure. This was
determined to be the result of normal noises near gare closure and was Ignored by the Cl algorithm.
The right Iaf also vibrated at this leaf position. This was also ignored by the algorithm although we
suspect it is the result of the roller problem scheduled to be repaired.

Hinge wear: The left leaf hinge wear was measured to be 0.53 in. and the right leaf wear was 0.57
in. A small amount of vertical movenetit was ao observed but not measured. Both the left and
right upper hinge behaved Ilke the right leaf of the lower gate and did not rotate correctly.

Thrust bushing wear: Incremental wear of the thrust bushing is dependent on successive leaf
Inspections. This inspection fulfills the initial requirements. The bench mark used was SLWI I on the
left leaf side (just north of the southeast building).

Corrosion: The upstream and downstream skin corrosion was determined to be level 2. The upper
girder web on both leaves was determined to be at level 3. The fmning plate in the recess corner Is

, completely corroded through on the right leaf and had not been repaired. The framing was chosen to
be at level 5 on the right leaf and level 3 on the left leaf. In addition, onseveral places on both t
leaves, the steel walkway had significant corrosion and was extremely thin. A more detailed
inspection and structural analysis Is recommended on these leaves. An analysis of the upper gate must
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consider the possibi!ity of high waves and ice from significant storms.

Dents: The right leaf has a small framing dent approximately 50 ft fro n the nose 6 feet down. from
the top girder. No other dents were observed.

Crals: No cracks were found. Keep in mind that no cleaning was performed and the upstream skin
was not checked.

Leaks and bolls: Both the left and right recess experienced around a 12 in. and 3 in. gap which
Scaused leakage, In addition, the nose has about a 24 in. gap. Th'lese leaks were not caused by seals

and are the result of the gate not closing properly because of a roller problem. This caused the leak

CI to approach 0 and should be near 100 after the roller problem is addressed and seals replaced.

Levelness: The gate leaves experienced only 0.02 feet of elevation change over the full cycle of
swinging.

Conlions: The overall gate condition indices are uniform for all four gate leaves and are
consistent with what the authors would expect after a careful review of the inspection data. The Cl
numbers are around 40 that puts the condition description at the bottom of the fair range or top of the
poor range. A Cl of 40 suggests the structure is functional but may have problems that impair normal
operations. A CI of 40 suggests there may be moderate to severe deterioration of components of the
structures.

A more detailed review of the individual distress condition indices specifically call attention to both
the excessive hinge wear and corrosion. Condition indices ranging from 20 to 35 for hinge wear
correctly reflect the serious deterioration of the hinge system. Condition indices ranging from 29 to
40 for corrosion also correctly reflects the serious deterioration of the steel structure due to corrosion.
A complete structural analysis of the girdt: framing nf the lower gates and the added reinforcing
plates should be made before changing or ignoring a low condition assessment. As noted before, the
condition indices for thrust bushing wear are incorrect because this was not an initial inspection, and
this distress is based on accumulated pintle wear. The authors of this report are confident that there is
also significant wear at the pintle, but we are unable to quantify it now.

Disclaimer: The current inspection and rating procedure for sector gate structures has had sufficient
development and testing to warrant its distribution on a wider basis. However, it should still be
considered to be in a developmental stage. Many of the concepts introdriced, such as the condition
index, structural considerations, X.. values, and weighting factors, should be exposed to a broader
range of engineers who work in the area. Modifications to the procedure are certainly expected, and
suggestions are welcomed.

Study findings, the inspection and rating procedures, and the presented case study are not to be taken
as official Department of the Army position, unless so designated by other authorized documents.
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parts of the Operations Management Problem Area of the Repair, Evaluation, Maintenance, and
Rehabilitation (REMR) Research Program sponsored by HQUSACE. Dr. Anthony M. Ko is the
Problem Ara Leader. Mr. Jamnes E. Crews (HQUSACE) Is the Technical Monitor of the Operations
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Abstract: The US Army Ordnance Center & School and Pacific Northwest Laboratory

are developing a turbine engine diagnostic system for the MIAI Abrams tank. This systememploys Artificial Neural Network (ANN) technology to perform diagnosis and prognosis ,
of the tank's AGT-1500 gas turbine engine. This paper describes the design and prototype
develomn ofthe ANN component of the diagnostic system, which we refer to as
'TEDANN" for Turbine Engine Diagnostic Artificial Neural Networks.

Key Words: Artificial neural networks; expert systems; fault diagnosis;
prognostics; turbine engine maintenance.

Introduction: The Army's maintenance practice employs diagnostic procedures that aregenerally performed manually. Rather than using automated diagnostic and prognostic
paradigms, the current practice verifies only whether the operational states are within or out
of tolerance. The paradigm does not reflect a real-time operational assessment, nor can it
be readily modified to predict failures (perform prognostics).

Technology currently exists to markedly improve both the accuracy and timeliness of the
current dianstic paradigm. These improvements will not require an inordinate
expenditure in either development or fielding costs. The p.uvoe of this paper is to discuss
improvements to the currnt maintenance practices and describe a prototype system that
employs aresl-time automated diagnostic paradigm. The potyesstem will be referred

to te TrbneEngine Diagnostic Artificial Neural Netoks('F.ANN). TEDANN is
beig dvelpedtoevaluate die feasbility or' using Artificial Neural Network (ANNs) to
monor enpmperformance and diagnoue falues in real-time. In add Won,cTEDANN wl prevlde a ested tom evaluate the feasibility ot developing a real otetrndgnotcs capability. i
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AI
Background: Because the current Army maintenance prucess is reactive (dependent
upon a failure to occur before its initiation), it is incapable of predicting failures. The
current diagnostic process depends upon humans to integrate, categorize and analyze
currents and voltages. Diagnostics ar based on individus! experience, hauristics and rules
of thumb. After the mechanic arrives at an initial diagnosis, he must analyze his initial
hypothesis using a suite of analog and/or digital Test Measurement or Diagnostic
Equipment (TMDE). The resultant analysis will either support or refute his hypothesis,
The mechanic repeats this iterative process until it produces an accurate diagnosis.

For example, trubleshooting the AGT-1500 ps turbine engine requirms the mechanic to
take separate Digital Multimeter (DMM) readings at the Electronic Control Unit (ECU).
This is accomplished by inserting test probes into an ancillary breakout box (BOB)
attached to the ECU's diagnostic connector. Once the mechanic takes the required voltage
readings he must manually analyze their significance through a manual computation and
compare the results to diagnostic flow charts. This practice is time consuming and error
prone due to the dependence upon proper application of mathematical conversion factors
and conct placement of test probes into the BOB.

A suggested improvement to current maintenance practices is to automnate diagnIostics in a
real-time system and to use prognostics to detect equipment faults before they occur. This
would reduce the occurrences of No-Evidence-Of-Failure (NEOF) outcomes in diagnosing
component failures. The NEOF occurs when a component is incorrectly diagnosed as
fault.y and is evacuated to a maintenance facility for repair. The rece,/ing maintenance
facility will, as a matter of course, verify the initial diagnosis. When the 4efective
component is diagnosed as functional, a NEOF is initiated. At the present time certain
electronic components exhibit a NEOF rate of approximately 60%. Hence, the
requirement for an improved diagnostic and prognostic paradigm.

Objective: The technical objectives of this research are to

" explore improvement opportunities in turbine engine fault diagnosis through
application of ANN technology;

Sexamine the application of ANN technology to an automated diagnostic and
prognostic system for turbine engine maintenance.

The long-term operational objectives of this reseah are to achieve a reduction in NEOF,
to reduce maintenance costs, and to increase operaional readiness.

Approach: We chose Artificial Neural Network (ANN) technology for our pro otype
because it is well suited for diagnostics in real-world applications (see the box on Artificial
Neural Networks). Each turbine engine is unique in its behavior as a result of its age,
manufacturing tolerancm, and the environment in which it is operavd. All sensors are
unique in their response and calibratin. A diagnostic system using ANNs can
automatically adapt to these individual variables for each turbine ,tngine. Most
conventional technologies such as expert systems would monitor each individual turbine
engine as a pne.ic engine. These generically-based diapnostic systems will not be as
sensitive to individual turbine engines as an ANN-bsed symm.

The TEDANN prototype demonstates how current practis of manual diagnosis can be
replaced by automated dia and sc The pmtype analyzes values from
on-bosni sensor In rl-time.
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AnIflal NeUral Networks 4

A brief descrption of Artificia Neural Networks (ANNa) Is given here to hel raders who are
unfarrilar with this toohnoloy to appreciate the computational capabilies of ANNe. I

ANNs ae algothnmic system Implemented In olw software or hrdware. The concept of
ANNs was Inspired by the way the biological bWain prooceses Information. ANNs. WNe
people, loam by example. Learning In the bological brain occurs in a network of neurons,
which ar nte coed by axons. Apoif€ oonta (adtually most often a rne--Jw gap)
between an axon from one neuron to anothwis calleda synapse. Learning Is a.natter of
adjusing te elolro-chemioal connectivity acros these synapses.

An ANN Is a network of neurons or Processing Elements (PEs) and weighted connections.
The connections ormp to axons nd the weights to synapses In the biological brain.
APE peform two functions. It sums the uts from several Incoming connections and
then apples a transfsr funciuon to the vm The resulig value Is propagated through
outgoing connections to other PEa. Typically these PEa are arranged In layers; with the
iut layer receiving Inputs from the real world and each succeeding layer receMng
weighted outputs from the preceeding layer as N inut Hence the creation of a feed
forward ANN, where each Input Is fed lorward to its suceedi layer. The first and ast
layers in this ANN configuration are typilly refre to as Ilput and output layers. (Input
layer PEI are not te PEs in that they do not p a computation on the Input.) Any
layers between the input and output laye (usually 0-2 In number) ar called hidden layers
because they do not have contact with any real world Input or output daa.

Bik* propagation is one of severel posble learning rules to ocisl the connection weights
during larning by example. Lea"n occurs when the network weights are adust d as a
function of the s -for found in the output of the network. The error is the difference between
the expW output and th actual output. The weigt are dusted backwards (back-'lpropagated) through the ANN network until the ror Is mi*nlized for a et of trannng data.

A trained ANN, L.e., a network that has learned by exampls, can be applied to real world
problems of considerable complexity. Their moo" kIn advantage Is In the ability to
proces dta that ie io complex for conventional #t i th do not
have an lgodtMwc solution or for whic an algorIlthmic solution I too complex to be found.
In general, because of their abstraction from the biological brain, ANN am wlo suited for
problems that people re god at solng, but for w!h computer are not. This clos ofk prblems inlds paern recognition and forecasting or recogizing trends In data. ANNs
liave been applied successfully to huindres of appllions.

RSUM rIpotruys the najo component of the protype diagnostic systm. Initially, the
MANN will analyze AGT- 1500 l flow dynamics, that IS. fuel flow faults

detectabl I =dsgn ftim di. SCU's diagnostic cnetr hs otg inl
irepiant the status Of the Electro-Muchanca Fuel SysteM MPS) in respons to ECU

com ~Man~Te EM is a fudl insurin device diae delivmr flas to the turbine en
urmle the m~anopage t of doe CU. The EC Is a= analo coapute whose fulas flow
aladdirn is dependet upon thrwl p oo. ambient ar and powir turbine Inlet
VZte rat Arw adcomprso n oe turbin speeds. Each of thiese variables has a

ap Menwve Volte sga avalbst di CUs J I diagnotc connecto, which is
acsolvia the Au.,mamod Breakout Bat (AWEB).
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AnalogCT6 C~omputer with
Analo A808 TEDANN Loaded

Sigal

E. EMFS

Figur 1. S stemStatus

Design of the TEDANN Maintenance System Concept

The AROB is a firmware program capable of converting 128 separate analog data signals
into digital format The ECU's J1 diagnostic connector provides 32 analog signals to the
ABOB. The ABOB contains a 128 to I multiplexer and an analog-to-digital converter, both
operated by an 8-bit embedded controller. Army Research Lab (ARL) developed and
published the hardware specifications as well as the micro-code for the ABOB Intel
EPROM processor and the internal code for the multiplexer driver subroutine. Once the
ECU analog readings an converted into a digital format, the data stream will be input
directly into TEDANN via the serial RS-232 port of the Contact Test Set (CTS) computer.

The CTS computer is a ruggedized TBM compatible personal computer designed for tactical
use on thz battlefield. The CTS has a 50MHz 32-bit Intel 80486DX processor. It has a
200MB hard drive and 8MB RAM. The CTS also has serial, parallel and SCSI interface
ports. The CTS will also host a frame-based expert system for diagnosing turbine engine
faults (referred to as TED; not -hown in Figure 1). The TEDANN system will eventually
be integrated with the TED expert system, which will receive inputs from TEDANN.

TEDANN was developed using the NeuroWindows ANN simulator software and Visual
Basic as a user/computer interface development tool. Both of these software packages run
in the MS-Windows environment.

Results: For the prototype development of the TEDANN system, we have chosen to
concentrate on three fuel flow faults: Bouncing main valve metering, stuck main valve
metering and fuel flow errors. All three problems are difficult to diagnose and lendthemselves to real-time analysis using ANNs. The analysis of fuel flow problems is based
on an -understanding of the operation of the EMFS, which is summarized in the box entitled
"Fault Detection in the AGT-1500 Turbine Engine Electromechanical Fuel System."

TEDANN performs diagnostics using values from the fuel flow signals, ambient air and
power turbine inlet temperatures, and compressor and powe turbine speeds. For ow
protoyp, these signal data wer sampled during the first minute of the engine, start
seuence. Signal values a collected from the ECU's J1 diagnostic connector. The thee
fuel flow signals are referred to as WF-request, WF-actual and WF-solenoid. These
values determine the specific amount of fuel delivered to the engine according to the fuel
schedule in the ECU. WF-request is the ECU's request for fuel flow, WF-solcnoid is an
IHCU signa that positions the main metering valve in the EMFS in response to WF-request
and WP-aCtual. W-actual is the EMFS'feedbxick signal indicating the position of the
main metering valve.
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Fault Detection in the AGT-1500 Turbine Engine
Electromechanlceal Fuel System

In the event a fuel flow fault oecus, the ECU initiates an engine protective mode. A fuel flow
fault during the engine start sequence results In engine protective mode 1, which aborts the
AGT-1 500 start sequence. A fuel flow fault that cocurs during normal operation results in
protective mode 3, which causes the engine to run at a fixed, severely restricted power
level.

AGT-1 500 fuel delivery is accopnlished by the main metering valve in the EMFS. AU near
Vortage Differential Translormer (LVDT) connected to the bottom of the main metering valve
reports the valve's position (WF-actual) to the ECU. WF-request, the ECU's request for fuel
flow, controls the metering valve by generating a WF-solenoid current that modulates the
solenoid's stem; movement of the solenoid's stem hydraulically positions the metering
valie. When WF-request and WF-acltca are equal, a nominal null (WF-solenod) cuirent of
275 milliamps is used to maintain the requested position of the metering valve. When WF-
!ecuest increases (acceleration) or decreases (deceleration), WF-solenoid current increases
or decreases respectively, causing the metering valve to move to the new position. The
diffu-ence between WF-request and WF-actual during this transition generates an error
signal that is used te correct the position of the main metering valve. When WF-actual again
equals WF-request, WF-solenold current returns to its null value of 275 milliamrps.

Sensor data for the ANN training and testing were collected from turbine starts by Textron,
. the tubine engine manufacturer, and at Aberdeen Proving Ground by the U.S. Ar'my

Ordnance Center & School. The sensors were samp!ed at frequences ranging from 3 to 10
per second. Initial data sets were collected from mostly fault-free starts. These data were
analyzed to understand how the sensor values behave during fault conditions. Our
approach for training the ANNs required the use of data from starts with faults. Because of
the difficulties in generating such data with a real turbine engine, we translated some data
sets from fault-free starts to faulty starts. Additional data sets from fault-free and faulty
starts are being incorporated into TEDANN.

I! Figure 2 shows the behavior of WF-request, WF-actual and WF-solenoid during a normal
start and during the three monitored fuel faults. Normalized data are shown at a sampling
rate of three per second. In general, the data tend to be quite messy; this underscores the

f advantage of the ANN approach. Figure 2a shows the nomnal condition in which actual
fuel flow closely tracks the requested fuel. Figure 2b shows significant vertical motions in
WF-actual. This condition of bouncing MMV is caused by air pnetration into the fuel

i system. Figure 2c (in the last 80 samples) shows a steady level on WF-actual caused by a
stuck MMFV. Figure 2d shows irregular We-actual motions that neither have significant
vertical motions nor remain steady on one 1-vel. Also, the WF-solenoid varies
substantially at several sampling times. We classify this fault type as a fuel flow error.
Thus, the sensor behavior during a fuel flow error is characterized by data that cannot be
attributed to the bouncing or the stuck MMFV.

TEDANN analyzes the sensor values in tiie form of "features" computed from the data.
During development these features were recognized as discriminatom among the three fault
conditions. The use of sensor values alone as the input to a simple feedforward ANN do
not capture information in the time domain. Thus, to capture changes in individual sensor
values over time, we used first derivatives of sensor values and first derivatives of
differences between pairs of sensor values as input to the ANN.
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Figure 2. Sensor data plots for three sensor -riputs to TEDANN (normalized data) under
four engine status conditionF: (a) normal stiu% (b) bouncing MMFV; (c) stuck MMNFV;
and (d) fuel flow error. Sensor dama: WF-Request (solid line); WF-Actual (dashed line);
WF-Solenoid (dotted line).
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PreliiuM t5udie5sMl recurrent. ANNs wre wredt detp~rmine their up-&i Ability to
this problem. Recrent ANNsam sbpecific Ylted to capture tliie dapent~et data inf
time series, such as sensor valvs. These AN a have not yet hen icoiprattod in
TEDANN btcius they require a large number of data sets for traiang, which wa3 not
available for the Mrist prototype. In the future, whw~ sufficient data ame available (e.g.,
through automatic data collection), recurrent ANNs will le f'urther evaluatod for
applicability to TEDANN.

Based on the analysis by the ANN system, TEDANN detc.rmines which fuelJ flow voltage
rebanga are out of tolerance with EMP$ nominal * onal parameters, Having
detemined the opeatonal cdiono eE M ANN will display eitheraful
status message idnifying the EMFS faults or a message stating that the MMFS is fully
opm-ational. At a future date, when TEDANN and TED) are integrated systems, the o'atpur
of TEDANN will be submitted to TED for further processing.

TEDANN displays 4tagnostic information for each of the thice monitored fuel fauhs,
using a m~tnnuo is severity scatle from zero to one. Values close to zero indicate nM fault.
ark, valu% s clom' to one signify a severe fault We have utritrarily assign~ed the followinj
interpretation of the seventy values:

0.00-0.25 no fault (normal)
0.26-0.75 warning (fault)
0.76-1.00 critical (fault)

In the xiuurt, we expect that the TED expert system will provide a more realistic
interpretation using nile-based post-processing of TEDANN's output.

Prelimninary results indicate that TEDANN performs the coriect diagnosis. Table 1 showsta confusion matrix that compares TEDANN's output for the three ftult diagnoses as a
function of actual conditions. The tabulated results are TEDANN s outputs (se verity ol
the faulis for each type of fault, shown in the three columns), averagod over several start
data sets. The rows represent the actital conditions under which the data wete collected.
Ile correctly diagnosed severity levv4s for the three faults are underlined. For exampl, in
an actual condition of stuck MMIFV, TEDANN diagnosed the fault to it severity of 1.0,
and correctly failed to find evidence for the ather faults. The, bottom row snows the
output for known no-fault conditions: inw this case the diagnosed fault severity levels ar,
appropriately low for the three faults.

Table 1. TEDANN's Diagnostic Performance

0"Bouncing Stuck Fael flow
AM ~dgLMMFV NNMFV alrror

Boncn MMFVQ. 0.22 0.06
Stuck MMfFV 0.3I 0.00
Fuel flow erro 0.10 0.09 QAIZ
No fault V06 0.19) 0.41

The main TEDANN displays ext summarized in Figure 3. Two operational contexts are
supported in the prototype o demonstrate the proposed concepts. Firsi, a mechanics
context is supported in a simple display usedl to operat the system, summarize results,
and access diagrms, schenrati~s, or Insmrutions, to aid the maintenance process. Second,
a developenexpert context is su por.d by uadtoni windows that display detailed
diagnostic informtation (including the sensor data stream and continuous output of the
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ANN); an ANN mrining window for defining the ANN configuration and setting up or
executing tr ANN training phase; and a status summary window that Mrovides status
lights summarizing various engine components or subsystems. Aailabte ftm most
aree s is an electronic maintenance guide, implemented using a hyperxt desi that canho grphics, schematics, ph .ot'phc images, and video. For iMustrative

purposes, the Main Scn is shown in Figure 4.

ElectronicDetvi'ed
Maintenance Diaonostic

G Gu ide Information

Main h ANN
LScreen DevelopmentScreen ,Window

Status
"1 Summary !--

Figure 3. TEDANN prototype window/navigation summary.

Figure 4. TEDANN Main Scmcn
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j Pognostic Capability: ANNs are capable of recognizin trends in data. This fact can
beexloiteforrognosics. ntheshoterm, it would rduce the amount of man hours
Vent on diagnosing do facto failures. Further, it would decrease the requirement for
ancillary TMDE s the predictive maintenance system is driven by internal sensor
information. In addition, a robust predictive maintenance system would decrease the
probability of erroneous replacement of operational components due to poor initial
diagnosis. This would in turn reduce the number of NEOFs reported at maintenance
facilities due to evacuation of operational components that were erroneously removed from
systems.

In the long term, predictive maintenance technology would be a powerful and valuable tool
to the design engineer as well as the system op or and maintainer. Once a robust and
viable predictive maintenance system is developed, it would allow for a system design to be
qualitatively analyzed across a range of operational parameters. This would enable design
flaws to be corrected before the system is fabricated. In addition, it would enable the
operator and maintainer to query the system about its relative operational state prior to the
onset of any sustained operation. Any identified flaws could be detected and corrected.
This capability would enable combat commanders to evaluate their systems before an
engagement and obtain an accurate assessment of available combat power. Probable
system failures could be transmitted through available communications media to support
maintenance, and the required maintenance assets and repair pants could be dispatched to
the unit before the battle. This capability would be a radical departure fraom the current
maintenance support structure that is, by design, reactive in nature.

Conclusions: Preliminary results indicate that our approach to maintenance diagnostics
will save time and improve performance. The ABOB s capability to automatically convert
analog voltage readings to digital formtat will save time and markedly increase diagnostic
accuracy. With the TEDANN/ABOB interface, a series of manual calculations and
decisions may be eliminated to yield further improvements. The application of ANN
technology appears to hold great promise for enhancing the effectiveness of Army
maintenance practices.

The future of Army Maintenance technology is not dependent upon improvements within
our current diagnostic's paradigm. Rather, it lies with the development of a predictive
rather than reactive maintenance system. The amount of time and money required to
develop this capability is arguably worth the investment, given the potential for reductions
in both maintenance man-hours and erroneous replacement of operational system
components. In addition, successful integration of predictive maintenance technology
would result in the introduction of a new term in the Army lexicon-prognostics rather than
diagnostics.

Acknowledgment: This research and development was conducted for the U.S. Army
Ordnance Center & School under a related services agreement with the U.S. Department of
Energy under Contract DE-AC06-76RLO 1830.
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ON-LINE DIAGNOSTICS OF RECIPROCATING
MULWISTAGE AIR COMPRESSORS

The Johns Hopkins University

Applied Physics Laboratory
Johns Hopkins Road

Laurel, Maryland 20723

Scott Delmotte
Dresser-Rand Company

Engine Process
Compressor Division
100 Chemung Street

Painted Post, New York. 14370

Abstract: The U. S. Navy is exploring the use of automated monitoring and diagnostic
systems for shipboard machinery in the integrated Diagnostics Demonstration (IDD).
The IDD includes a six-month sea trial starting in 1994. As a part of the IDD, The
Johns Hopkins University Applied Physics Laboratory (JHI/APL) is developing an Air
Compressor Diagnostic System (ACDS) to monitor and diagnose failures in High and
Low Pressure Air Compressors (HPACs and LPACs). Dresser-Rand Company, the
manufacturer of the target compressors, is providing the diagnostic expertise.

Key Words: Compressor; Confidence; Diagnosis; Expert System; Fuzzy Logic; Sensor
Validation; Severity

Introduction: ACDS is one of six subsyrtems diagnosing various shipboard machines
as part of the IDD (Figure 1). The subsystems communicate their diagnostic results to
a core systom, which integrates the results into a common interface for the user. ACDS
must first identify and isolate failing or failed compressor components, and second,
provide the user with the information necessary to respond to the failure.

Of the three major subsystems iii ACDS, data acquisition, diagnostics, and
communication, the diagnostic subsystem is the novel component. The knowledge base
uses thermodynamic data from the compressors; . i pressure and temperatuie sensors onr the HPAC and 18 on the LPAC. Thre.e oxi6,ng diagnostic systems for air compressors
use similar thermodynamic sensors [References (a)-(e)]. The novel features of ACDS
are:

I.) the extensive sensor validation,

2.) the use of fuzzy logic principles,
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3.) the use of multiple sources of diagnostic confidence, and
4.) the calculation of severity factors.

The user interface and explanation facility are external to ACDS, residing with the core
system. JHU/APL, however, has a lead role in designing the standard format for the user
interface and explanation facility. Reference (f) fully describes these subjects.

Sensor Validation. User confidence in diagnostic systems degrades rapidly with false
alarms. Therefore, ACDS performs sensor validation to distinguish between compressor
failures and failures in the ACDS hardware. In addition to the thermodynamic sensors,
the diagnostic knowledge base uses data from voltage and power transducers, and AC
relays. A total of 32 sensors are used on the HPAC, and 22 sensors on the LPAC.
Statistical and analyical-redundancy techniques are used to detect and isolate sensor
drift, and failures of sensor, cabling, signal conditioners, multiplexers, power supplies and A

analog-to-digital converters. ACDS hardware failures are reported to the user for
corrective action. In addition, the levels-of-confidence of individual sensor readings are
incorporated into the level-of-confidence of the diagnostic conclusions. A comprehensive
description of the sensor-validation procedures in ACDS is provided in Reference (g).

A survey of the literature identified three classes of sensor-validation techniques:
statistical comparison, analytic redundancy, and neural networks. Statistical comparison
techniques are simple to develop and use. These techniques include limit-checking,
variance thresholding, data-spike detection, and trending analysis. Data-spike detection
is difficult for ACDS since the signal conditioning contains a low-pass filter. In
addition, for ACDS, not much is gained from long-term trending analysis that cannot be
obtained using limit-checking. In some cases, however, changes in the transient response
(short-term trending) of a sensor can identify sensor failure. Therefore, ACDS uses the
limit-checking, variance thresholding, and short-term trending statistical techniques.

The complete failure of a sensor, or a piece of data-acquisition hardware, can be detected
using the statistical techniques, The ranges of the sensors are chosen so that the
minimum and maximum limits of the sensor are beyond what is reasonably expected.
For instance, absolute, rather than gage pressure transducers are used since a zero reading
indicates a vacuum instead of atmospheric pressure. Therefore, any absolute pressure
transducer reading a zero is flagged as failed. Some resolution in the pressure reading
is lost, but satisfactory accuracy is obtained with the absolute pressure transducers.

The signal conditioners, multiplexers, power supplies and analog-to-digital (A/D)
converters are also checked using simple statistical techniques. The signal conditioners
include a 4 Hz low-pass filter, so that large variations in the signal indicate that a failure
has occurred after the signal conditioner. Highly-variable sensor readings, indicating a
broken wire or a loose connection after the signal conditioner, are identified by
thresholding the variance of the sensor readings. The power.supply outptts are
connected to the multiplexers and the A/D converters, providing, through the appropriate
logic, both a check of the power supplies, and the multiplexers and A/D converters.
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S The second class of sensor-validation techniques is analytical redundancy. Analytical
redundancy uses physical principles or empirical equations to estimate sensor values.

The estimated values are used to diagnose failures in both the machine and the sensors.
Some diagnostic approaches lend themselves to these approaches more than others.
Merrill, et. al., [Reference (h)] describe the use of linear estimators to model machine
dynamics. When a reliable linear estimator can be constructed for a machine, the
diagnostics and sensor validation are integrated. ACDS is not, however, based on a
linear model of an air compressor. The rule base is built on the heuristic expertise of
humans. A sensor-validation procedure that is divorced from the air-compressor
diagnostics is needed.

An analytical-redundancy technique suited for ACDS is the use of parity equations.
These equations relate only two sensors, rather than the entire suite of sensors. An
example parity equation is: requiring the air exiting a water-cooled heat exchanger to
be hotter than the cooling water. This relationship is mandated by the thermodynamics
of the system. ACDS uses over fifty parity equations.

Neural networks offer great potential for both sensor validation and diagnostics. The
current lack of a comprehensive training set, however, prevents the use of neural
networks. Upgrades to ACDS, however, may include neural networks trained on the data
recorded during the IDD.

Knowledge Base: We used the Nexpert ObjectM software package to develop the
knowledge base. The object data structures provide a convenient method for organizing
and storing information in the knowledge base. In addition, the knowledge engine
provided by Nexpert Object allows complete control of the execution of the rules. The
knowledge base performs a layered diagnosis. The layers of the diagnosis progressively
narrow the list of possible faults, reflecting the diagnostic procedures used by the human
!xperts. This approach results in a powerful explanation facility, guiding the user down
tfie diagnostic path.

The components being monitored on the HPAC and LPAC are:

inlet and discharge valves,
piston rings or seals,
air pressure relief valves,
air coolers,
air packing around piston rods,
unloader valve,
genera! system leak,
backpreisure/check valve,
freshwattr/seawater heat exchanger,
freshwater and oil pumps,
oil pressure relief valve,
condensate dains and monitors, and
temperature m, nitors.
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ACDS monitors a total of 61 components on the HPAC, and 34 components on the
LPAC. Some of the components being monitored are physically tomposed of several
sub-corrmpo-ients, any of which might fail. A failure indication for a discharge valve, for
instance, could be caused by a faulty valve or a faulty valve gasket. ACDS is unable
to distinguish between the sub-components. A finer diagnosis, however, is not required.
In general, the same inspection and repair procedure is used for all of t*e sub-
components of a particular component. ACDS presents the user with a list of all sub-
components of the failed component as part of the explanation facility.

Although a vibration analysis can better diagnose the rotating pats of the compressor,
failure data show that these systems seldom fail. The air end of the keciprocating
compressors experiences the most failures. The air end is the collectioki of parts that
contact the compressed air. Since these failureR are not readily detected with a vibration
analysis, ACDS uses only thermodynamic, and not vibration, data.

The ACDS knowledge base for the HPAC evaluates the health of the compotients listed
above using 143 rules. The rules break into three categories. The first group, the fault
identification rules, contains 93 rules that identify a particular failed component. These
rules contain the minimum information required to identify a failure. The next category,
the confirmation rules, has 27 rules to increase the confidence in the diagnosis. The final
group of 23 rules assigns a severity factor to the failure mode. Clearly, not every
component requires rules in the latter two categories. These last two groups are
discussed in later sections.

Each rule compares measured readings, or values derived from these readings, with a
limit. We quickly recognized that a rule base with hard limits would not be adequate.
User acceptance is a driving design constraint. The discontinuous behavior of a hard-
limited rule base will not engender user confidence. A machine whose health is slowly
degrading is not at one instant healthy, and at the next instant, completely failed. A
fuzzy representation of the data was developed, resulting in gradual changes in the
diagnosis given gradual changes in the state of the machine.

A sensor reading is assigned eleven fuzzy attributes: low6, low5, low4, low3, low2,
lowl, normal, high], high2, high3, and high4. Each attribute is a membership function
that ranges from zeto (non-membership) to one (full membership). The eleven attributes
were chosen based on the different limits placed on the sensors for different rules. As
in most fuzzy systems, the attributes are not mutually exclusive. A temperature can be
both high] and high2 to some degree. In most fuzzy systems reported in the literature,
however, full membership in the attributes are mutually exclusive, That is, a temperature
cannot have lowl and low2 values equal to one [left half of Figure 2]. ACDS appears
to be unique as a fuzzy-knowledge-base, however, by not enforcing this restriction.
Doing so would needlessly complicate the rule base. For example, provided that the
attributes are ranked, a temperature that has exceeded the high2 limit has also exceeded
the high i limit. The right half of Figure 2 illustrates example fuzzy membership
functions as used by ACDS.
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The membership function for the %ttributes of the sensor readings are individually
assigned. The function is a linear increase in membership with increasing (for high
attributes) or decreasing (for low attributes) values of the senrsor reading. The mid-point
and span of the membership function is assigned separately for each limit. The use of
fuzv' attributes does not preclude the use of hard limits, where appropriate. The span
can be assigned an arbitrarily small value.

Since the rules are written in terms of low, normal and high values, the knowledge base
easily transfers to other types of reciprocating air compressor. The fundamentals of
compressor diagnostics are constant, only the numerical mid-points and spans change.
Since the LPAC compresses air in two stages, and the HPAC in five, the LPAC
knowledge base is a subset of the HPAC knowledge base, with minor changes.

Several components, such as relief valves, are diagnosed with one rule. Many others,
however, have multiple diagnostic rules, and even multiple levels of rules. Figure 3
shows a sample rule tree leading to the diagnosis of a second-stage inlet-valve leak. The
first level of the diagnosis identities a leak in either the inlet or discharge valve of a
particular stage. Two separate ruies can lead to the diagnosis of a second-stage valve
problen (Valves2 in Figure 3). The second level of diagnosis includes two rules that
identify the leak to be in the inlet valve, and not the discharge valve. An additional rule
confirms this conclusien by checking for additional possible, but not required, conditions.

Confidence Factors: ACDS calculates a confidence factor for each diagnosis based on
four sources of uncertainty, The first, is the reliability of the data being supplied by the
sensor. The sensor-validation routines supply a measure of data reliability. The
statistical tests for the data acquisition hardware are definitive. If the system fails a test,
we can isolate the failed component and assign zero confidence to the data associated
with that hardware. The parity tests for the sensors, however, are more numerous and
complex. The failure of a particular test does not identify a failed component with
absolute certainty. The uncertainty in the results of multiple parity tests for a sensor
imust be combined into a single statement about the sensot's condition.

A possible cause of the failure of a parity-equation test is a sensor out of calibration.
The sensor that is actually out of calibration cannot be determined. Let us return to the
heat exchanger example discussed in the Sensor Validation section. If this parity test
fails, either the air or cooling water temperature sensor, or both, ray be inaccurate.
ACDS halves the confidence in a sensor (originally set to 100%) every time it fails a
parity equation This is equivalent to stating that there is a 50% probability that each
sensor reading is incorrect. The chance that both sensors are simultaneously incorrect
is assumed smnall and is ignored. Sensors that fail more than one parity equation, have
a successively halved confidence.

The second source of uncertainty is in the limits chosen by the diagnostic system
develcope . is a discharge temperature high when it reaches 130 or 135 degrues? For
machioe A the true limit may be 133 degrees, and for machine B it may be 136 degroetv.
The fuzzy attributes assianed to each sensor reading capture some of this uncertainty.
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The center of the highl limit can be set to 135 degrees, and span a 10 degree interval.
A reading of 131 will yield a highl membership value of 0.1, indicating a small but
finite confidence that the highl limit has been reached. A reading of 139, on the other
hand, sets highl to 0.9, showing high confidence that the limit has been reached.

In summary, fuzzy attributes serve three important functions. The first is to p:oduce
3 val and continuous diagnostic results with continuous changes in machine condition.
The second is to increase the transportability of the diagnostic system across types of
compressors, by removing numerical limits from the rules. The last function is to reduce
the tuning required to diagnose different machines of the same model.

The third source of uncertainty exists inherently in the rules. Not every diagnostic
reasoning path is 100% accurate, catching all failures and signalling no false alarms.
ACDS allows the independent assignment of reliability or confidence measures for each
rule.

Lastly, more a source of certainty than of uncertainty, confirmation rules also affect the
confidence in a diagnostic conclusion. An example of a confirmation rule is shown in
Figure 3. These rules search for information that is expected but not necessary for a
diagnosis, Satisfactio of the constraints imposed by these rules increases the confidence
in the conclusion.

ACDS combines these four uncertainties into .- confidence factor for each diagrostic.
Figure 4 shows the rule trees from Figure 3, but with sample confidence calculations
indicated. Several constraints are imposed on the calculations of the confidence factor.
First, only three degree, of confidence Aill be comraiun;cated to the user: low, moderate,
and high confidence. Further resolution in confidences confuse, more than help, the user
Numerical confidences a-e translated into this coarse grade by splitting the interval from
zero to 100% confidence into thirds. Therefoie, a numerical confidence from 0% to 33%
is displayed as low confidence, 34% to 66% as moderate confidence, and 67% to 100%
as high confidence.

A second constraint on the confidence calculations is that the vrocess must be consistent
with the user's intuitior. Using our own in:uition as models, each fault identification rule
is assigned a maximum confidence. Fault identification rules that have associated
confirmation rules, are given, in general, a maximum confidence of 66%. The
.:onfirmation rules are assigned maximum confidences totalling the remaining 34%.
Thus, a diagnusis that is not supported by its confirmation rules can ha-,,e a moderate
c fideence at the greatest. Those fault identification rules without confirmation rules are
given, in general, a maximum confidence of 100%. A few exceptions are made,
however, for faults that are difficult to identify. These rules do not have confirmation
rules, and have a maximura confidence of only 66%.

Retmrnig to Fig-au 4, each sensor-reading confidence is multiplied by its corresponding
fuvy-attribute value giving a confidence in the individual antecedent. The minimum of
the antecedent confidences for a given rule carries through the calculations. Since all
antecedents are "ANDed" in a rule, each antecedent can be considered a link in a chain.
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A rule can only be as reliable as its "weakest" link. The minimum antecedent confidence
is multiplied by the reliability of the rule, giving a confidence in the conclusion (Rules
RI and R2 in Figure 4). When several rules lead to the same conclusion, the maximum
confidence of the rules is preserved (Conclusions CI and C2 in Figure 4). Individual
rules are "ORed" to reach the same conclusion. The rules are therefore parallel
reasoning chains leading to the same conclusion. The conclusion is thus as reliable as
its most reliable rule. The confirmation rules Pdd an increment to the confidence in the
diagnostic conclusion (Conclusion C3 in Figure 4). Each confirmation rule has a
confidence calculated in a similar manner as the fault identification rules.

Not all antecedents inspect sensor reading fuzzy attributes. Three other antecedent types
are possible. The first is a timing antecedent. Some rules require the compressor to be
operating in steady.-state. Timing antecedents assure that a fixed amcunt of time has
elapsed since an event before the rule will fire. Although they could be expressed in
terms of fuzzy attributes, these antecedents are given 100% confidence. The second type
is a value derived from possibly multiple sensor readings. A derived value has the
minimum of the confidences in the sensor readings used in its derivation.

The last type of antecedent is the diagnostic conclusion of another rule, For negated
diagnostic conclusions (e.g. If there is not a second-stage valve failure and ...) these
antecedents have a 100% confidence. Refined diagnostic conclusions are treated
differently. When the rules R3 and R4 in Figure 4 refine the conclusion "Valves2 is
Faulted", the confidence of the conclusion "Valves2 is faulted" directly reduces the
confidence of rules R3 and R4. Thus, the confidence in an second-stage inlet-valve leak
is based on the confidence in a leak in either of the second-stage valves.

Severity Factors: Severity factors indicate the degree of the fault. Some components
tend to fail abruptly, or at least, their detectable behavior changes abruptly. The
diagnostic conclusions associated with these components are always given a high severity
rating Other components, however, degrade more gracefully. The extent of the
degradation often can be esrimated by the extent that the compressor behavior has
deviated from normal. Severity rules are used to measure this deviation. All of the air-
end rules, for instancc, calculate their severity based on the final-flow-rate reading. The
failure of an air-end component leading to an 8% to 17% reduction in final mass flow
is assigned a moderate severity. Those failures reducing the tinal flow by more than
17% are assigned a high severity. Thecefore, wheteas the confidence factor indicates the
reliability of a diagnosis, the severity factor describes the condition of the compressor.

Conclusion: ACDS has been implemented in a Nexpert Object ' knowledge base. The
sensor validation, and calculations of fuzzy membership, confidence and severity factors
are implemented using the functionality supplied hy Nexpert Object. The techniques
described in this paper are unique for the diagnosis of reciprocating machinery.

The next step in the devalopm~nit of ACDS is validation and vitrification. The first-level
tests have used historical and simulated sensor data. k fiult-insertion test program is
plenned at a land-based HPAC, testing he diagnostic ability, and usability, of ACDS.
Following the land-based tets, ACDS will monitor one HPAC and one LPAC on a U S.
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Navy ship for a six-month demonstration. User satisfaction with ACDS will be
evaluated both dtiring and after the shipboard test.
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Status is Steady Stab
Final mass low is Low1

Stage 2 Mass flow is Highl' Valves2Is Faulted

Status is Steady State V i u

Final ass flow Is Lowi ;
Stage 2 mass flow is much greater than mos

other stage mass flows
Stage 2 mass flow Is positiveI

I------------------------------------------- Visisatd- - --- O Valyes2 Is Faulted

Stage I Discharge Temp. Is High2

-- -- -- Vaves2 is Faulted lnlt_Valve2 is Faulted - - -
Stage I Inlet Temp. is Hight 0

--. . . . . . . . . . . . ..- --- -- --- -- --- -- --- -- --- --- ---- - - - - - - --- - ---
r --------- , InletYalve2 is Faulted

Stage 2 isenroplc temp. ratio is Highl 0 InleValve2 Is Confirme

- - ---- - - - - InletValve2 is Faulted
Final mass flow Is Low2 > InieLValve2 is High Severity

Figure 3. Rules for Stage 2 Inlet Valve Failure

Status is Steady State (100%) RI: 1M %- 100% Max. Confidence 40%)
Final mass flow Is LW1 (60%)

Stage 2 mass flow Is High 1 (40%) C: Vaives2 is Fawted 16)

Status is Steady State (100%)
Final mass flow is Lo 1(60%/j)

Stage 2 mass flow Is much greate than ms 2: (60% * 100% Ma:,. Confidene = 60%)
othar stac's mass flowrs ."00%) R

Sta" 2 mass flow is positive (100%)

Valves2 Is Faulted (60%) R 100% 1 66% Pax. Confidenro = 405)
Stage I Discharge Temp. is High2 (100%)

Vves2 is Faulted (60%) .2. Inlet Vave; is Faulted 140%)
Stage 1 Inlet Temp. Is High1 (70%) R," (60 %" 70" 66% Max, Confidence 24%)

InleLVaIve2 Is Faulted (40%) R

Stage 2 Isentroplc t"rp, ratio Is High1 (90%) C3: IneLValve2 Is Contir-:ed (71,)
R5: (40% 4 90% * 3.4% Max. Corfidewe - 71%)

71% => High Confidence

Figure 4. Confidence Calculation for Stage 2 Inlet Vaive Failure
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Abstract: In support of Space Shuttle Main Engine (SSME) development and advanced
technology test program, a number of sophisticated diagnostic algorithms have been
developed and applied to specific SSME mechanical symptom investigations. 1-7 This
paper reviews some nonlinear applications in mechanical system detection and
identification technology. Conventional linear spectral analysis has long been used to
identify the signal characteristics associated with machinery faults in vibration signature
analysis. However, nonlinearities can play a significant role for signature identification.
It has been observed that different rotational mechanisms may interact due to some
nonlinear process.8,9 Application of the bicohedrence and tricoherence to identify
nonlinearities of different order in a random signal is described. The hypercoherence
function is illustrated to detect the correlation between s-.chronous frequency
characteristics and any harmonic component. 3.4 The gencralized hypercoherence, 5 also
described, permits estimation of the nonlinear correlation between a selected frequency
(e.g., shaft speed) and an arbitrary frequency component. Ivestigation of a full wave
rectification (FWR) technique is described as applied to the detection of cavitation in
turbopump systems. The technique is based on detecting the modulation between
periodic rotational components and high frequency noise due to the collapse of cavitation
bubbles. This paper briefly summarizes the practical application of the methods through
the evaluation of vibration measurements from SSMF hot firing tests.

Key Words: Fault detection; machinery diagnostics; nonlinear detection methods;
rotational system identification.

Introduction: The Marshall Space Flight Center is responsible for the development and
management of advanced launch vehicle propulsion systems, including the Space Shuttle
Main Engine (SSME), which is presently operational. The SSMEs provide high
performance within stringent constraints on size, weight, and reliability. Based on
operational experience, continuous design improvement is in progress to enhance s-stem
durability and reliability.

Under the extreme temperature, pressure, and dynamic load environments sustained
during operation, engine systems and components, such as pumps, turbines, and
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,I associated haiv,'are, ae subject to severe pissure o,,-illations and damagh g mechaiili
vibrations. Mvot nmechaniC l failure are preceded by growing tolerance, imbalance,
boearing element wear and the like, which inay narif est themselves through subtle
changes in the waveform observed by dyrmic eA.surements. Diagnostic vibratior,
analysis is based on observing and discriminating betwveen rneasavblc vitiration patterns
that occur as a result of norinal system opmeation and fthuse associated will. comporlne
degradation. In support of SSME development and advanced technology test programs,
a number of sophisticated diagnostic algorithms hove been developed which re
applicable to specific SSME mechanical symptor detection and ideitification
investigations.

In this paper, bi-spectral analysis is illustrated to identify amplitude modulation (quadratic
correlation) among spectral components. The characteristics of such quadratic
interactions are usually reflected tinough coherent phase relationship. It has been applied
to identify the quadratic phenomenon of a syncronous frequency component modulated
by the cage frequency components in, a ball bearing system. Tri-spectrum analysis may
be used to identify cubic coirelation among four different spectral components. A special
case of its application is to identify whether an apparent sideband structure is really due to
modulation or not. A typical example is a bearing cage frequency component pariodically
excites a structure mode at its nattural frequency.

The hyper-coherence function was developed to detect the coiTelation between
syr.chronous frequency characteristics and any harmonic component, A major benefit is
to determine whether an apparent harmonic in a complex vibration signal is correlated
with the fundamental or caused by extraneous noise. This analysis has been extended to
arbitrary (noninteger) frequency components, i-,nd also as a time-domain algorithm
(hype,'-coherence filtering) for ihe extraction of period signals in noisy data. The full
wave rectification (FWR) technique can be used to detect the nonlinear correlation
assxiated with cavitation phenomenon in turbomachinery. This technique is based on
the modulation process between low frequency periodic rotational components and the
high frequency noise due to the collapse of cavitation bubbles. Such a nonlinear
modulation phenomenon thus provides a unique signature in the high frequency region
conductive to cavitation detection.

In the following sections we briefly summarize the analytical basis for the above
algorithms. Practical application of the methods is then demonstrated through the
evaluation of vibration measurewments from rocket engine hot firing tests exhibiting
anomalous behavior.

The Bispectrum and Bicoherence: Given a stationary, zero mean process, the
ordinary (linear) spectrum Sxx(f), may be defined by

SX,(i) = D[X(f) X(o]

where X( ) denotes the Fourier transform and E[ I is the ensemble average.

The next higher onler is called the bispectrum Bxx(fjfk).

Bxxx(fjfk) = E[X(fi ) X(fk) X*(fj+fk)J

Succeeding terms can be written out following the perautation rules for higher oWder
cumulants of random variables.

The bicoherence, a normalized bispectrum, b(fj,fk) is defined au

-I
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bxxx(fJtk) (E[ IX(fj) X(fk) 121 IX(f+fk)121112

By Schwartz' inequality, it can be shown that the bicoherence is bounded by zero and
unity. If the wave at fi+tk is totally correlated to the waves at fj and fk, the bicoherence
will equal unity. On the other hand, if th-,se three waves or any one of them are
statistically independent. the bicoherence will be zero.

Bispectral analysis can be used to identify the existence of amplitude modulation
(quadratic correlation) among spectral components. The bispectrum measures the degree
of correlation by identifying phase relationship among three spectrul componerts, i.e.,
frequency sum or difference. It has been applied to identify the quadratic phenomenon of
a synchronous frequency component modulated by the cad, frequency in a ball bearing
and a synchronous component modulated by subsynchronous whirl frequency
component. As an example, Figure l a is the PSD of a vibration measurement taken on
the turbopump on engine test 902-436. The peak marked "N" is the sync frequency
component N and the peak marked "SS" is the suspected 52-percent subsynchronous
whirl frequency component. There is also a component at synchronous frequency N plus
SS. The level of SS component-is not high enough to be of concern if it is due to
independent sources. But it would be critical if it is a subsynchronous whirl component
which is synchronous related. Figure lb shows one slice of bicoherence b(wl, 318.75
Hz) with the stcond frequency argument fixed at the subsynchronous frequency. Several
peaks are detected, and the most significant peak is the one located at (N, SS; N+SS)
which indicates that the SS and SS+N components are both synchronous related.

The Tricoherence: The trispectrum can be used to identify cubic correlation among
four spectral components. A special case of its application is to determine whether or not
an apparent sideband structure is due to modulation or not. Such a sideband structure is
another commonly observed nonlinear defect signature. Figure 2a illustrates a preburner
pump radial measurement during hot firing. Notice that even though the synchronous
and overall RMS levels are nominal, an apparent sideband structure consisting of three
peaks marked N-120, N, and N+120 is observed, which could indicate modulation of the
synchronous frequency by a lower frequency component. Figure 2b shows a slice
through the tricoherence by fixing two of the three independent frequency values. If the
sideband and synchronous component are truly correlated, a peak would be exected at
f=N+120. Since this does not occur, it indicates the sideband components are dL. to an
independent source and are not synchronously related. In this case, an incorrect
conclukion might be made based on the ordinary spectrum.

Hypercoherence Functions: To summarize the nonlinear interaction between
hanrionically related spectral components in a given stationary, zero mean signal, we
define the Hyperspecuwn of order n by the relation1

H(n; fl) = E[Xn(ft) X*(nfl)], n = 1,2,3,...

where fl is an arbitrary reference frequency, and nf1 is an integer multiple of fl. Thus,
the ascending terms in H(n;f1 ) represents a single value from the linear spctrum
bispectrum, trispecaum, etc. at the specific value f1 - f2 - ... a fa.

* In analogy with the ordinary coherence function, we define the hypercoherence as a
noimalized hyperspectrum:

O(N; ft) B[Xn(fl) X*(nfl)l 12
Et I Xn(fj)1 2 E( IX(nfI) 1 2n=l,2,...
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The hypercoherence function defines the nonlinear correlation between a refrence
frequency component in a vibratory signal and its harmonics A major benefit is
detennination of whether an apparent harmonic in a complex vibration signal is cwrelated
with the fundamental or caused by extraneous noise. The technique was applied to space
shuttle main engine turbopump measurements. The linear spectra of two different tests
appear virtually identical, other than the background noise (Figures 3a and 3b). The PSD
amplitudes at 3N frequency are very high for both tests. Figures 4a and 4b depict the
hypercoherence functions computed for the same two test measurements. Figure 4a
indicates that almost all the power'at 3N is correlated with the rotational frequency
component. On the other hand, the 3N ccmponent of the second test is due to a differing
physical phenomenon not related to the rotational frequency. This indicates an improved
degree of signature discrimination.

The spectral components to be identified by higher order spectra are required to satisfy
certain frequency combinations (e.g., the sum of arguments is zero). However, in many
situations, we wish to identify the correlation between two arbitrary frequency
components that do not satisfy any such requirements. The generalized hypercoherence
(GHC) was developed to deal with this situation. The GHC can identify the correlation
between two arbitrary spetral components in the sense of frequency synchronization or
lock-in.

A vi!ration signal may be treated as an FM signal with different spectral componets at
different center (carrier) frequencies. Assume that there is some intelligence being
frequency modulated in the signal as the instantaneous frequency about these carriers. To
recover the intelligence, we demodulate the FM signal to estimate its instantaneous
frequency signal. A narrow-band random process can be modeled as a sine wave with
slowly varying amplitude A(t) and phase p(t):

x(t) = A(t) cos [2nfct + p(t)]

The instantaneous frequency fi(t) is defined by:

d p(t)
=dt

A logic diagram illustrating the computational procedure is shown in Figure 5. Figure 6a
shows the PSD of a strain gauge meas'Irement taken from a SSME High Pressure
Oxidizer Pump (HPOP) hot fing test. The peak marked 5.7N is located at 5.7 times
shaft frequency N, near the predicted outer ball pass (OBP) frequency, and a possible
defect indication. Figures 6b, c, and d show the instantaneous frequency variatioi of
components N, 5.7N, and an arbitrarily chosen component at 500 Hz, by the GHC
method. Strong frequency synchronization is identified between components N and
5.7N and no correlation between components N and noise at 500 Hz. This indicates that
the 5.7N is a sync-related component and a potential outer race defect signature.

Full Wave Rectification (FWR) Spectral Analysis: The FWR technique can be
used to detect the nonlinear conmlation associated'with cavitation phenomenon in
turbomachinery. This technique is based on a special property associated with cavitation
physics. That is:

"When: cavitation occurs, the periodic rotational components (such as sh4t or blade
speed) will amplitude mdidate the wide-band high frequemy noise generated from the
collapse of cavitation bubbles."
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The signal generated by cavitation can be modelled as the multiplication of two separate
components p(t) and N(t):

x(t) = p(t) N(t)

Here, N(t) represents the wide-baNd high frequency noise generated from the collapse of
cavitation bubbles, while p(t) represents the low frequency periodic pressure fluctuation
due to the impeller rotational process.

Such a nonlinear modulation phenomenon thus provides a unique signature in the high
frequency region conducive to cavitation detection. 10 However, conventional PSD
analysis is unable to identify the signature associated with such a modulation
phenomenon. This can be easily deduced from studying its signal model. The operation
between N(t) and cos(Wrt) in the time domain is multiplication, but this multiplication
becomes a convolution in the frequency domain. Since the PSD of noise is flat and that
of a sine wave is a delta function, the convolution of these two functions remains flat
without any discrete peak. In this section, the Full Wave Rectification (FWR) spectral
analysis method will be discussed for cavitation detection.

For FWR spectral analysis, the raw signal must be high-pass filtered first to remove low-
frequency discrete components while keeping the high frequency noise data.
Demodulation is then performed in order to recover any existing low frequency periodic
component which is modulating the cavitation noise signal. As a result, a new low

frequency FWR PSD is generated. Unlike the raw data PSD which included multiple
contributions from rotor-dynamics, structure dynamics and hydrodynamics, this new
FWR PSD only reflects the high frequency effect due to cavitation-generated modulation.
If cavitation pccirs, the FWR PSD will show discrete peaks corresponding to the low
frequency periodic rotational process modulating the collapsing bubble noise.

A series of Inducer Test Leg (ITL) water flow tests were conducted to study cavitation
phenomena in the water flow test facility at Marshall Space Flight Center (MSFC). From
video taken during these tests, one can clearly visualize how cavitation develops and
changes from one state to another, such as four-blade cavitation to alternate-blade
cavitation. The sin. from a vibration or high frequency pressure measurement also
reflects such a cavitation condition change. However, in complicated operational
conditions as experienced during flights or engine hot firing tests, these vibration signals
will also contain elements induced by rotor-dynamics, structural dynamics, and
hydrodynamics, which make it difficult to identify the sources. Therefore, it is highly
desirable to have an effective method for cavitation detection and monitoring using
vibration signal analysis.

The FWR spectral analysis for Inducer Test Lqg (ITL) water flow test data was
perform and cavitation condition predictions compared to actual cavitation conditions
visdally monitored during the test. In this testing, ordinary PSD analyses accurately
reflect cavitation conditions. Therefore, the accuracy and effectiveness of the
demodulation signal for cavitation monitoring can best be verified using this water flow
test data.

Figure 7 shows a regular PSD isoplot taken from a Kistler pressure measurement from
.Inducer Test .L; (IT)Water Flow Test. At the be ining of the test, video infornmation
indicates cavitation bubbles attached to each of the four inducer blades (four-blade
cavitation). Then at a later time, nround S+69s, two alternating bubbles out of the
original four disappear. This indicates that the original four-blade cavitation condition has
changed into alternate-blade cavitation. Later on at S+92s, the cavitation phenomenon
totally disappears. This cavitation condition change is indeed accurately reflectd, by the
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raw PSD isoplot of Figure 7. At the beginning of the test when tht inducer is
experiencing four-blade cavitation, the 4N PSD component is dominant. At S+69:,
when the inducer begins experiencing alternate-blade cavitation, tw 4N con-zponent
diminishes while the 2N component su rts to grow and domintae. Finally, when all
cavitation phenomenon disappears at S+92s, both thc 2N and 4N components diminish,
Therefore, in this particular case under isolated laboratory environrment the tr-aditional
raw PSD is already accurately monitoring the cavitation condition.

Figures 8a and 8b are the ordinary PSDs of the raw signal and high-pass filtered signal of
the Kistler metsurement wth a maximum frequency of 50 KIN. In this high-pass
filtered version, all the low frequency discrete components under 5000 Hz aie removed.
Demodulation will be performed based on the wide-band high frequency noise floor of
Figure 8b. Figure 9a shows the raw data PSD at the beginning of the test, S+Os. The
4N component'is dominant since the four bubble regions due to four-blade cavitation arm
generating a four pulse per revolution pressure fluctuation. Figure 9b shows the
corresponding FWR PSD. This FWR PSD recoveis several discrete components with
the 4N component being the dominant one. This FWR PSD indeed correctly reflects the
fact that the inducer is experiencing four-blade cavitation at the beginning of the test,

Figures 10a and 10b are the raw data and the FWR PSDs at S-69s when the four- blade
cavitation changes into alternate-blade cavitation. The dominant peak of the FWR signal
has now changed from 4N to 2N, which again correctly reflects actual cavitation
condition changes the inducer experiences.

Figure 11 shows the correspionding PSD isoplot of the FWR signal. This time-frequency
energy distribution agrees quite well with the regular raw data PSD isoplot and correctly
monitors the cavitation condition change. However, when dealing with data'from real
world cases such as flight or hot firing tests rather than an isolated laboratory
environment, a raw data PSD will reflect contributions from other effects (e.g. rotor and
structural dynamics). These low frequency contributions will make it difficult to identify
the existence of cavitation. In this case, the FWR signal becomes an effective tool for
cavitation monitoring.

Concluding Remarks: The above discussion provides an overview of some
diagnostic efforts in support of the Space Shuttle Main Engine program. The work is
strongly driven by engine test observations, but the techniques should find broad
application. The FWR technique discussed in this paper suffers from a severe limitation.
Since the hidden periodicity is recovered from the envelope signal of a high frequency
wide-band noise floor, any discrete components present in this high frequency region will
generate false discrete peaks in the FWR signal. Development of an efficient and
effective method for wide-band demodulation without such disciete-interference is a
matter for future research.
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Figure 1. Power Spectrum and Bicoberence from Engine Test 902.43b

Figure 2. Power Spectrum and Tricoherence from Engine Tet FRF-26
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Abstract: This paper describes a Coneral Purpose Image Analysis(GPIA) system that
can be utilized to automate the inspection of manufactured assemblies and solve image
pattern recognition problems. The objective in developing the GPIA System was to
create an adaptive tool that can be utilized to inspect various components and
assemblies without making any software modifications. This was accomplished by
combining a powerful image analysis library with neura! networks technology. Neural
networks provide a more robust methodology for inspection than systems
implementing other classification techniques such as temnplate matching and statistical
methods. A neural network based inspection system differs from other types of
systems in that it is trained, rather than programmed. Therefore, knowledge of the
component being inspected is more important than being capable of' writing software.
This allows the system to be utilized by shop floor personnel with only a general
understanding of image processing and neural networks, rather than a software
engineer. This paper provides an example of how the GPIA system was implemented
to inspect artillery fuzes.

Key Words: Automation; backpropagation; image analysis; inspection; neural
networks; pattern recognition; testing;

Introduction: Manual inspection techniques are often time consuming, tedious, costly,
and prone to errors caased by human fatigue and subjectivity. The manufacturing
community has attempted to overcome the inherent problems associated with manual
inspection by developing automated inspection systems. However, one of the
common characteristics of these automated systems is that they are customized for
each application. This results in high costs for developing and modifying wtr'h
system.

The objective of developing the General Purpose Image Analysis(GPIA) inspection
system was to create a robust, user-friendly tool that can be implemented to automate
the inspection of various components and assemblies without making software
modifications. This was made possible by combining a state of the art image
processing library with a neural network based classification scheme. The use of
neural networks to classify items allows the GPIA system to be trained rather than
programmed. This enables the system to be adapted to inspect different products in
a timely, cost efficient manner.
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Tht GPU system is an 80486 PC based system diat is configured -with an AlacronI

NerCimulator iSGO board. a VMTrmnslion DT2871 color frame grubber board, md
a DT2869 video encoder/decoder board(see figure 1). The Neurosimulator i860 board
with 8.3 of on-board raemory is utilized as a coprocessor for the computationally
L ntensiv, neural notwork and imago algorithm calculations. The use of a caprocessor
bord ftrees up the system resources, allowing them to be used for other tasks. ThIU
allews real-time image procesing applications to be developed. The function of the
DlaTranslation DT2271 color frame grabber board is to convert analog signals into
a digital format that can be manipulated Iy the compuwa. For monochrome
applications, th. less expensive DT2951 board can be substituted for the DT287L .
The DT2869 board is used for appUcaons which analyze video inures. The function
of the DT2869 is to convert RS-170 vidw signals into a format that can br.
manipulated by the framc grabber board. The most efficient method for transfering
video signals to the DT2971 is via a high speed bus. known as the DT-Connem.t

RB Monitor

_______ ---- --------

180 Board Frame Grabber iDT289

I"A Bus L .................................

Figure 1. GPIA System Configuraton

The OPIA software was developed as a Windows 3.1 application. This allows the
user to utilize other useful Windows applications, such as using the Editor to create
training fid,. Windows also provides a user-friendly interface, which alows the user
to quickly expeimeat with difforent solutions to the inspection problem. The software
w designed so that commercial imago procesdng !ibrarios can be easily integrated
into the symoma. Therofr, the software can be upgraded to includo the canont state
of the art alorithns.

1mg Pessiag: Mwu objective of the image proceuing rodule is to eurat
information about the object thst are present within an image, This ifomution is
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then used as input into the classification scheme.

The first step iri utilizinig the OPIA ayseem for inspection is to properly df',fine the
pi-oblem. It is verv difficult to anialyze an image that possesses characteristics such
as .'Cw- ouility, iincortrolled background scenes, varying image perspectives, and
varying rsb . .t vatametirs(ie. number of objects). Many of these problems can be
avoided by p~roperly constraining t!he problem. Examples of helpful constraints are the
use of artificial lighting and fixing the camera -to object distance. Properly
consuaining the problem will result in less image processing requirements, therefore

resulting in a less computationally intensive process.

The next step after defining and constraining the probleta is to acquire an imacc.
Imaages can be acquired by the GPIA system from either a file(Tagged Image File
Format or Flat Image File Foimat), or an external source stwh as a dideo camera or
Real-time X-Ray machin:,.

Onco the image is stored in the freme grabber briffer, it can be processed by user
invoked software algorithms. Tlhe fr:tobjective in processing the image is to reduce
the complexity of the pro~lem. The amount ot proce~ssing required is dopendent uponj the type of image being analyzed. The easiest type of image problem to solve is the
analysiL of a ionomrorph. A monomorph is an object that can be characterized by
one shape, one color, und one aevel of ieflectance. A more difficult problem is the
analysis of palyriorphs. A polymorph is an object that contains more than one form,
color, and/or level o: reflectance. The most difficult image analysis problem is the
analysis of xenomorphs. A xenoniorph is defined as an object that has varying
characteristics(ie. shape) that are dependent upon the perspective of the object. The
successful processing of complex images using the GPIA system requires that they are
reduced to polymorphs, or preferably monomorphs. One technique for reducing a
xenomorph to a polymorph is to alter its feature space. This is accomplished by
implementing processing tools such as wavelets, or using a non-linear classification
scheme such as a Higher Order Neural Networks. A polymorphic image can be
reduced to a monomorphic image by invoking the correlation tools that are provided
with the GPIA system. For example, P polymnorphic image can often be represented
by multiple monomorphic templates, The analysis of thest templates is often simpler
than 1,e anavsis of the polymnorphic image.

The new: st wl is t( uzrfher reduce tii mltc~ c*' the prot'n ! y defining what
r-'rtion tuf & e image is to be analyze!d In most cases, only a portion of thie ima~ge,
called a Repon of Interest(ROI) or chip, zontains pertinent iniformationi. The proper
i$entif-c,%tion of the RCI~s will greatly reduce the complexity and computational
requirements ot t1he prolblem. The proper identification of thil ROls will also make
trainng tho neural network much easier. The GPIA system allows the user to

interactively dafine chips b, using the mouse to draw a box arcurnd te ROT.I In many applications. the -Xnsec! itL -ystem i~an't be su~cesstully tiined using the raw
pixel values as itiputs to the classification scheme. This can be overcome by invoking
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image processing algorithms to enhance and extract relevant features from the region
of interest. The GPIA system provides numerous algorithms to support geometrical,
statistical, point by point, binary, neighborhood, morphological, template matching,
correlation, and segmentation processing. These algorithms are automatically
implemented by simply adding them to the processing list.

The GPIA systems user-friendly graphical user interface allows for easy
experimentation with the various image processing algorithms. The ROIs from each
of the training images can be viewed in isolation from the remainder of the image.
This allows the user to make an educated guess as to whether the neural network can
be trained using the processed chips as input.

Neurl Networks: The GPIA system implements neural networks to provide image
pattern recopnition capabilities. Neural networks were chosen over other
methodologies(ie. template matching, statistical methods) due to their inherent
robustness for solving different types of pattern classification problems. This
robustness is attributed to the fact that a neural network is trained rather than
programmed. This allows the GPIA system to be adapted to inspect different items
without making software modifications.

The GPIA inspection system allows the user to interactively select which neural
network paradigm will be implemented. Current supported models include the
backpropagation(BP), enhanced backpropagation(EBP)[1], enhanced enhanced
backpropagafion(EEBP)[2], and Functional Link Network(FLN)[3] paradigms.

The backpropagation paradigm is a fully connected, feed forward type of network that
implements a supervised learning algorithm. The network consists of one input layer,
one or two hidden layers, and one output layer. The number of nodes in the input
layer is automatically calculated by the image processing module of the GPIA system.
This number is equal to the number of pixels that are present in the user defined
Region of Interest(ROI). The number of nodes in the hidden and output layers, along
with other typical parameters associated with backpropagation networks[4], are
selected by the user via the Windows based graphical user interface.

The operation of the backpropagation neural network is described by three phases: the
training phase, the testing phase, and the implementation phase. In the training phase,
the network is taught to recognize patterns by implementing a supervised learning
algorithm. First, a data set that is statistically representative of the problem must be
obtained. This data set is then sorted into a training set and a test set. Typically,
approximately 85% of the data is used for training the neural network, with the
remaining 15% used for testing. The next step is to process the data utilizing the
image processing tools described above.

Once the training data is processed, it is presented as input to the neural network.
The neural network is trained to classify the image by learning the mapping between
the input and output layers. This is done by iteratively showing the neural network
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examples of each possible classification scheme along with the desired output. The

error between the calculated output and the desired output is then used to adjust the
weights so that the 3rror will be reduced. Training is complete when the mean
squared error va!ue is less than a user specified limit. Once the network has
converged, the test data is used to verify that it has been properly trained.

The GPIA system implements an improvement to the backpropagation paradigm,
known as the enhanced enhanced backpropagation(EEBP) paradigm[2]. Utilizing the
1dEBP paradigm often results in reducing the amount of training time required for a
problem. The decreased training time is attributed to the assignment of a leaining rate
to each individual weight, rather than having the saree learning rate assigned to each
weight in a given layer. Each learning rate is itcratively updated by applying an
exponential decay to the learning rate increase, and adding the momentum term to the
result. The learning rate and the momentam term each have a limit in order to assure
the proper behavior of the network.

Case Study: The GPIA system is being used to automate the process of inspecting
M549 artillery fuzes at the Milan Army Ammunition Plant. Previous inspection
techniques included the manual inspection of radiographic images of the M549 fuze.
Each fuze is represented by two radiographs, one depicting an axial view(figure 2),
the other a transverse view(figure 3). The inspector was responsible for visually
inspecting 10 critical regions of interest which were defined for each fuze. This
inspection methodology was a tedious, time consuming procedure. Also, many of the
inspection errors could be attributed to factors inherent to human inspection, such as
fatigue and inspector subjectivity.

An automated inspection system(AFIRS) was developed to overcome the problems
associated with the manual inspection process: The robotically controlled system
produces digitized radiographs of the axial and transverse view for each fuze. Thee
radiographs are then acquired by a personal computer and analyzed using classical
image processing algorithms, such as template matching. The problem with this
approach is that it is time consuming and costly to nodify the system to inspect
different types of fuzes. This modification requires an engineer to develop a different
template for each fuze type. Also, the system has not been robust enough to account
for slight differences between fuzes produced by different manufacturers. This has
resulted in some fuzes being misclassified as either faulted or nominal.

The GPIA system is being integrated with the AFR S system in order to provide a
more robust classification scheme. The use of a neural network classification method
enables the system to be easily trained to inspect dif~ferent types of fuzes without
making time consuming modifications. Neural networks also generalize more than
template matching techniques, and are therefore less susceptible to slight variations
between fAmzes produced by diferent manufacturers.

The first step in implementing the OPIA system was to obtain enough data that was
representative of the fuze inspection problem. This data was obtained from the
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Figure 2. Axial View of M549 Fuze X-Ray

f ~ Figure 3. Transverse View of M549 Fuze X-Ray
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AFIRS system. The fuze inspection problem is very well constrained by the AFIRS
system. Factors such as fru position, fPze to x-ray source distance, and x-ray quality
are kept constant. 1his greatly reduces the complexity of inspecting the fuzes with
the GPIA system.

The critical regions of interest that were used as a basis for inspecting the fuzes
m~nually and with the AFIRS system are also used by the GPIA system. However,
the size of the Rges iLave been significantly reduced in order to lower the number of
pixels used as inputs to the neural network. Figure 4 shows the ROI that was defined
in order to inspect whether the actuator was properly assembled. An ROI that would
enclose the complete actuator consists of 272x78(21,216) pixels. Tnis corresponds to
21,216 input nodes for the neural network. Thr, ROI that was used to solve this
problem contained only 6x40(240) pixels. Experience has shown that this approach
not only results in a less computationaliy intense process, but consequently leads to
more trainable neural networks.

Figure 4. Defined RO for Inspecting M549 Fuze Actuator

Once the regions of interest were identifed, they were processed in order to extract
relevant information. The user friendly interface of the GPIA system allowed for the
rapid prototyping of solutions. Therefore tha user was able to experiment with the
effects of applying different image processing algorithms. The algorithms used to
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selve this problem were histogram equalization, vertical edge detection, liorizental
edge detection, high pass filtering, and median filtering. Figure 5 shows the
difference between the unprocessed actuator ROIs and the effccts of processing the
ROIs with the histogram equlization algorithm. The objective of this processing was
to enhance the image in order to determine if more than one actuator had been
accidently installed. This can be determined by examining the thickness of the black
pixels in the middle of each chip. The effect of the histogram equalization algorithm
was to eahance the contrast between the light and dark intensities of the pixels.
Training the neural network with the processed data was much easier than training
wi-h raw data.

Figure 5. Unprocessed ROIs vs. Processed ROIs for M549 Fuze Actuator

Once the optimum proceas.ng algorithms were discovered for each ROI of the fuze,
They were implemented on the training data set. An enhanced enhanced
backpropagation neural network was then trained for each ROI using the processed

data. The EEBP networks were comprised of one input layer, one hidden layer, and
one output layer, The number of nodes for the input layer was dependent upon the
number of pixels within the defined ROI. For example, the network that was trained
to inspect the acuator was comprised of 24C input nodes, 8 nodes in the hidden layer,
and 2 output nodes. The output nodes classified the ROI as faulted or nominal. The
network was trained until the Mean Squared Error between the desired output and the
actual output was less than 0.10.

After the networks were trained, they were tested using the data from the test set. A
report of the network output resulting from the test set is automatically generated by
the GPIA system. The report lists the i-nage that was used as input to the network,
along -ith the corresponding network output. The user can view the image by
selecting it with the mouse. This allows the user to verify the results obtained from
the neural network. If the results are satisfactory, then the network is ready for
implementation.

Future Applications: The GPIA inspection system is a user-friendly, interactive tool
that can be implemented to automate the inspection of various assemblies and
components. There has been considerable interest in applying the GPIA system to
automate the inspection of microelectronics. Manual electronic inspection is
becoming a more critical, costly, and difficult process as electronic techno!ogy
progresses. A recent survey of electronics manufacturers has shown that 82% of the
companies reported that inspection costs are becoming a larger percentage of the
manufacturing cost(currently at 24%). Seventy percent of the companies reported
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problems associated with manually inspecting electronics according to standards such
as Mil-Std-833. Implementing the GPIA system for electronic inspection would
alleviate many of the problems associate] with manual inspection. Examples of
electronic applications for which the GPIA systerm can be trained to inspect include
identifying faulty components(ie. blistered), verifying correct component placement,
and inspecting the condition of the conductive paths.

The number of applications for the GPIA system is virtually limitless. The main
consideration for determining whether the GPIA system should be used to automate
the inspection process is the availability of training data. In order to assure the
successful application of the GPIA system, it is imperative that a data set that is
statistically representative of the problem to be solved be used to train the neural
network.

Cotclusions: This paper described how the General Purpose Image
Analysis(GPIA)inspection system can be utilized to automate the inspection of
manufactured assemblies and solve image pattern recognition problems. Details were
provided pertaining to how the system is trained rather than programmed to inspect
different items. This allows the system to be used by shop-floor personnel who are
familiar with the product being inspected, rather than software engineers. "ihe
concepts of combining image analysis techniques with a neural network classification
scheme were demonstrated by giving an example of how the GPIA system was
implemented to inspect M549 artillery fuzes. Examples of possible future applications
of the GPIA system were also provided.

Acknowledgements: The authot would like to acknowledge the Aeronautics
Depaitment at the Johns Hopkins University Applied Physics Laboratory for their
efforts in the development and implementation of the General Purpose Image
Analysis system for inspecting M549 fzes.
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Abstract: Research has demonstrated the feasibility of using digital image processing
techniques to determine dimensional changes and aralyze qualitative and quantitative
fracture processes in fiber-reinforced composite material test specimens that have
experienced environmentally and mechanically induced stresses. The application of
image analysis techniques during mechanical testing has been shown to facilitate test
automation and to piovide information essential to interpretation and quantification of
mechanical test data. Since fracture is a dynamic process, real-time image acquisition
and special image processing techniques are needed to determine specimen size and
shape changes, identify where fracture is initiated, and describe how fracture develops in
specimens during mechanical testing. Images must be classified and interpreted in terms
of appropriate fracture models to facilitate the analysis of mechanical test data and
provide a quantitative assessment of damage.

Key Words: Digital image processing; Vision system; Damage assessment: Composite
Materials; Fracture; Mechanical testing; Environmental durability

I

Introduction: This report describes the development and application of digital image
analysis (DIA) techniques for analyzing the fracture behavior and environmental
deterioration of test specimens prepared from fiber-reinforced polymer matrix composite
materials. Digital image analysis techniques were employed to investigate the effects of
moisture and temperature on the environmental aging of composite materials. A first
generation digital image processing system developed at the Army Research Laboratory
has been implemented to captur.e images which document the time sequence of damage
accumulation and structural chinges that occur during the environmental exposure and
mechanical testing of polymer matrix composite materials. A more advanced system is
currently being developed in collaboration with Quest Integrated, Inc. under an SBIRprogram sponsored by the Army Research Laiboratory. The Quest system will have
expanded digital image capturing and processini; capabilities, as well as provisions for
high speed, in-situ image acquisition and analyss of specimens undergoing dformation
and fracture during mechanical testing. These techniques provide a nondestructive
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method for evaluating environmental deterioration and offer an innovative and versatile
capability for more accurately analyzing the failure behavior of complex materials and
structures, Digital image analysis complements other techniques for characterizing the
physical and mechanical properties needed to guide the application and design of
advanced composite materials.

Experimental Approach:
A y Research Laboratory Testing And Image Processing System: An imaging system
consisting of a CCD RS-170 video camera and a Series 151 Image Processor (Imaging
Technology, Woburn, MA) under control of a Gateway 33 MHz 386 computer was used
to analyze polymer matrix composite test specimens in two ways (see figure 1). The first
was to record and characterize the effects of accelerated aging on the test specimens
while the second was to identify and quantify the extent of damage as a result of
mechanical testing. Special routines were developed using the image processor's C-
interpreter for generating pixel histograms to help evaluate the digitized images.

Figure 1. Imaging System Configuration

Series 151 Image Processor Photographic Light Table Gateway 386 Conmptei

The laminates tosed in this study were prepared from unidirectional S2-*lass fiber, epoxy
resin (SP250) ,repreg materials (3M Corporation). The laminates consisted of 6 plics of
prepreg in 4 different layup configurations. Definiag lamina orientation as the angle
(degrees) between the prepreg fiber direction and a refrence axis (the X-axis, or
flexural test specimen long axis, which is perendicular to the load exerted during the, 3-
point bend test), the laminates ar designated-

00 fiber orie ion0IT"
600 16061T

.+- 450 "[+452-45 2+452T

(W90o " 19  02 90 2 IT

Flexural test specimens (nominally, 100 mm long x 19.3 nun wide x 1.45 mun thick)
were careflly machined from the lamninate materials nuod conditioned by drying at 600
under vacuum for 5 days, Test specimens were imnmesd in distilled water at 800 C tor
144 hours to accelerate environmental aging. The perentage of moisture uptake was
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determined by measuring the change in specimen weight before and after immersion.
Upon cooling to room temperature, wet specimens were blotted with filter paper and
immediately weighed. After immersion and weighing, the specimens were dried under
vacuum at 600 C for at least 5 days or until all traces of moisture were removed. The
conditioned specimens were then stored in a desiccator. Using the image processor,
histogram analysis was carried out to quantify the effects of the accelerated aging
process, by comparing the pixel count distributions of the aged specimens with that of
the control specimens.

An automated Instron Universal Testing Instrument (Instron Corp., Canton, MA). was
used for performing three-point loading, flexural tests. [ I The mechanical testing work
cell includes the Instron (Model 4206) with hydraulic grippers and load cells selected for
flexural testing of polymer matrix composite materials, a Zymate robot qrm and
controller (Zymark Corp., Hopkinton, MA), specimen racks, a bar code reader and a
Gateway 386 computer. The robot is programmed to automatically transfer test
specimens from the specimen racks to the test apparatus and then to remove specimens
from the apparatus after the test is completed. All data acquisition, handling and
reporting is fully automated. Stress was applied to fracture the specimens: however the
strain was limited to prevent specimens from breaking apart. Recognizing that the
location of the fracture damage region is well defined by the flexural test procedure,
image acquisition and analysis was generally limited to a 19 mm region surrounding the
area of probable damage. A histogram equalization function was used to enhance the
contrast of the damaged region in each test specimen. Realizing that the image consists
of 256 shades of gray, it was expected that most shades would fall away from the very
dark (black) regions and the very light (white) regions. The damage regions, in fat,
were only a slightly lighter shade of gray than the undamaged regions. The histogram
equalization function equalizes the brightness of the entire image based upon the area of
interest. It thcn uses LUTs (Look Up Tables) to force a normal distribution onto the aica
specified. This has the effect of greatly enhancing the contrast of tht area of interest. A
stretch frame function was used to finalize the area to be calculated. Similar to the
histogram equalization function, the stretch frame function forces a distribution of gray
levels onto a range of values. Specifically, the range of gray values from 150 to 175 was
chosen for this application. All values below 150 were turned to zero (black), and any
value above 175 was equates to 255 (white). The stretch frame made the contrast
sharper, by turing the fractured region white and the unfractured region black. Thus
th,; only part of the image renkaining was the fracture region which appcaed on the
monitor as sharp white in a field of black. Finding the extent of damage in the fractured
region was relatively simple. The remaining white pixels were counted by the image
processor and the fractional or percentage of damage could then be calculated.

Quest Integrated In Situ Testing and Image Processin System: In coilaboration with
ARL, Quest is developing an in situ imaging system to acquire, interpret and archive
images of composite materials during flexural testing. The system will include a digital
camera subsystem capable of ca pturing images over a 10-cm by 2.5-cm test section with
40 micron resolution. This capability will be provided by a conventional digital camera
configured as either a camera array or a single camera on a translation stage. The
result ng stream of image data will be captured by a frame grabber equipped with a
128MB RAM buffer, Up to 80 images will be captured and analyzed during a typical
250 second test. The maximum acquisition rate in burst sampling mode will be at least
30 frames/sec.

Image data will be analyzed using a multi-picessor plug-in board on a desktop
computer. Historically, it has been imposible to obtain the power required for high
peormance image interpretation on a desktop machine. However, the emergence of
high speed buses, multitasking operating s,, stems and multi-processor DSP and RISC
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based coprocessors has made it possible to consider the desktop computer as an
alternative. These platforms represent the best price/performance value which is a prime
consideration for commercial applications.
The emphasis of Quest's development program is on rapid image interpretation.
Specifically, image interpretation which leads to an understanding of the failure
dynamics in composite materials. The goals of the interpretation process are to:

- Determine specimen size and shape change.
* Locate the region(s) where mechanical failure is initiated.
• Define fracture type.
o Identify the sequence of damage accumulation and structural change.

'Case Studies:
Army Research Laboratory Aging/LifePrediction Sudy For this study insuring that
image processing conditions and test procedures remain constant was essential for
obtaining reproducible results. The digital image analysis of wet specimens was very

sensitive to the time interval between sampling and imaging and did not show the large
shift in gray level values observed for aged specimens that were conditioned (dried).
Excellent reproducibility was obtained when specimens were conditioned and
maintained in the dry state. Digital image analysis of conditioned specimens aged under
identical conditions and stored in a desiccator generated similar pixel histograms. Fiber
orientation, relative to the camera position, however, did not significantly affect the
average gray level values of aged and unaged specimens. Specimens could be rotated
900 for image analysis with little effect on pixel count distribution under the prescribed
test conditions. Image analysis was performed after the aged specimens were
conditioned (dried at 600C). Histogram analysis shows that the pixel count distribution
of aged specimens was shifted to higher gray level values when compared to that of the
control specimens. The calculated mean weighted averag, gray level for control and
aged (144 h) specimens are listed in Table 1. The average gray level values for the
control specimens are 160.5-161.9 compared with 188.7-191.0 for the aged specimens.

Table 1. Damage Area, Mean Gray Level and Percentage Moisture Uptake

Specimen Mean Gray Mean Gray Moisture Uptake % Damage
Control Aged (144 Hrs.) (weight-%) (Unaged)

:00 160.5 191.0 2.82 90
60161.9 188.7 2.90 13
+450 161.1 189.4 2.98 38

0/900 161.9 2.70

As mentioned in the experimental section, the ASTM D790 method was performed. A
support span of 25.4 mm (1 inch ) was chosen because of the specimen thickness. The
crosshead speed and temperature were 0.100 in/min and 250 C, respectively. Flexural
modulus, flexural suength and the maximum load at yield were determined. The extent
of fracture (% Damage) as indicated by digital image analysis was essentially identical
for unaged and aged specimens with the same fiber orientation. It was also shown that
the specimens have a distinctive fracture pattern based on fiber layup and test
orientation. The fracture direction parallels the lamina fiber orientation direction and the
fracture patterns are highly reproducible. The damage mode in the unaged specimens is
a combination of delamination and fiber separation within plies. Pixel analysis of
white/gray versus black regions shows that the percentage white/gray pixels (apparent
percent damage) is greatest for the 00 specimen and least for the 600 specimen
(Table 1).
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Flexural test results for conditioned (dry) laminate specimens before Lad 7fter
accelerated aging are summarized in Table 2. In generai, immersion of test specimens
in water at 800 C for 144 hours caused a reduction of 10-30% in their flexural
properties. As expected, fiber orientation has a significant effect on mechanical

However, the relative changes in flexural properties with accelerated aging 3
were not significantly affected by fiber orientation. This study showed that accelerated
aging of the SP250 epoxy.glass fibeor test specimens in water at 800 C for 144 hours is
comparable to environmental exposure results for the same material under tropical rain

forest conditions for five to ten years. i

Table 2. ASTM 0790 Flexural Test - SP250 LaminatesSpecimen Modulus Strength Max. Load '

(MP a) (kN)
00 control 32,800 1,440 1.69

aged (144h) 29,700 1,046 1.36
600 control 14,700 376 0.475

aged (144h) 10,200 345 0.461
450 control W7320 299 0.339

aged (144h) 5,290 240 0.3030100 control 1,520 200.294 i
/ aged (144h) 1,170 211 10.253

Table I shows that aged test specimens were all found to have similar percentages of
moisture uptake. Thus, fiber orientation does not seem to affect moisture absorption. S
This is consistent with the fact that water absorption is a matrix dominated property and
infers that, except for fiber orientation, resin-fiber interface characteristics of the
specimens are essentially identical.

Quest Intezrated Carbon-Fiber Conposite Study; In preliminary experimental studies,
Quest demonstrated that in situ images could be analyzed to locate and identify the
formation of damage in carbon-fiber composite material. During tl1. se experiments, a
± 450 AS4/3501-6 carbon/epoxy test specimen was subjected to a flexural load which
resulted in the formulation of micro cracks along the specimen's surface and edge. An
image of this specimen is shown in Figure 2.

In this image, the matrix cracks appear as long, thin white lines. This image alsoincludes a variety of other surface features including ink markings and scratches which

are typical of unprepared test specimen surfaces. The objective of the image analysis
operation was to separate the useful image data (matrix cracks) from the image noise
(scratches and ink markings) and obtain the distribution of matrix cracks.

To accomplish this objective a morphology based algorithm was developed to process
the image. This algorithm is based on the application of a "structure element". The
structuring element is used to decompose the image into those features that match the
expected size and shape of the matrix cracks. In many composite material testing
applications it is possible to predict the general shape and orientation of localized
damage phenomenon such as matrix cracking based on the ply configuration and test
type. Consequently, morphology based image analysis provides a powerful tool to
isolated damage modes. Figure 3 provides an example of the results obtained using the
algorithm on the image from Figure 2.
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JJ
Interpretailon of Matr ix Crack Damage in a Carbon Fiber Flexural rest SpecimO.
Figure 2. Orig.nal r~ige .45 0 AS4/350 -6 "Arba/r-poxy Specimen

tt

Figure 3. Microcrack Shapes Extracted From Figure 2 Using Morphology Based Image
Processing Algorithm

The extension of this technique to streams of in situ image data would make it possible
to obtain the following relationships:
* Crack length vs. location.
* Distribution of fractures per unit length.
9 Distribution of crack separation distance.
* Distribution of fracture size and shape.
a Rate of fracture generation per applied load.
- Rate of fracture size and shape chan3e per applied load and/or per location.
* Fiber rotation per applied load.
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Zeta Vxsa4' Ppiovetieodatlan b. Digiut" image proc,.ssirqt tec~hnology was

ir~ ~: ~'u~ncs eL~~d '~n aC ~l-'4 jz1 Pixel hi:-tcgrans of

~ ag-41 t~is ~pofnens weie broader av'd sr ifted to higher. gray level
devhpdWAresults wr eodct and flber orientation did not significantly

affect :he avcrage gray !evel values of either aged or unaged specimnens. Laminate fiber
orientation and aging conditions were famind to -have a significit effect on !he observed
iracture patterns and surface charocteristics of the test specimens after fractare. Digital
intage p,.ocessing is a promisirig techi~que foi' investigating the fracture, and aging
bhalivior of comp&~sitc materials. Digital iriage prc.essing can. provide reliable and
quantitative infc mation relating to visual changes induced in composite test specimens
b1C tG acceleratO~ environmental aging. Additional studies are required to improve
analytical procedvires foi descrit ng and quantify'ing fracture characteristics of flex.-al
test s T-c~imes an~d to undemstond how and why environmental aging aftects changes in
pixei histogram. % detailed systematic study to deteriine possible corlto's
W~ar 61A and results obtained from mechanical, physical and chemical

chaiatterization --N' composite test specimens as a function of environmental aging
Co.nditiouts os needed.

Possible application of this teciinology to o'tler types ef materials should be
jinvestigated. Quest is currently Fc, eking partnerships with groups involved with

materials development, including bomposites, plastics, thin films, rubbers, coatings, and
adhesives. Qiiest is also see' ing to expand the application of real-time image
interpretation techniques to other in situ imaging mnodalities including radiography, 3D
profiling and the various Microscopy techniqaes

* Refereoces:
1. ASTM D790 in Annual Book of ASTIV Standards, 08.01, Phi' adelphia, PA:
Americaii Society for Testing and Matei-ials, 1987.
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Abstract: Southwest Research Institute has developed technology for converting elec.
tronic signals generated by conventional nondestructive evaluation (NDE) equipment
(i.e., ultrasonic, eddy cuiTetit, and acoustic emission) into audible information so that
the inspector can make use of both the conventional NDE signals (which are often con-
fusing) and the audible information to make a flaw/nonflaw decision. The objectives of
the program were to: (1) identify useful sound properies and to determine how they
could be applied to NDE signal representation; (2) identify and evaluate aural data pre-
sentation methods which could be applied to typical NDE electronic signal information;
(3) initially develop aural techniques for specific inspection scenarios for ultrasonic,
eddy current, and acoustic emission methods; and (4) present the technical results of the
research to the NDE community to encourage further development and use of aural
capabilities of signal'interpretation. The aural technology has been applied to compos-
ite impact damage, composite delamination detection, and corrosion detection. In addi-
tion, the aural technology was used to detect and discriminate intergranular stress cor-
rosion cracking. Examples of application of aural NDE technology are described. In
addition, an udio-visual presentation was made during the paper presentation to demon-
strate the technology to the audience.

Key Words: Aural; composite damage; corrosion detection; inspection; NDE; stress
corrosion cracking; ultrasonic(s).

Introduction: Nondestructive evaluation (NDE) and inspection technologies as used
today rely primarily on some form of visual presentation of the inspection information
for human interpretation. The signals and images for some classes of inspection are
easily interpreted (e.g., thickness measurement). However, a number of classes of in-
spection can provide signals that are tremendously difficult to interpret and often result
in what is called a "false call" or a "missed defect call." A false call can result in expen-
sive removal of a good part, and a missed defect call could result in a catastrophic fail-
ure. Both of these results are not acceptable. Therefore, some way is needed to aid the
inspector in correctly perceiving the presence or absence of flaws with a greater reliabil-
ity than is now available with only the interpretation cf the visual signals presented on
the NDE instrument or computer-generated image.

NDE technologies often are used to characterize materials for quality. Usually they rely
on visual interpretation of electronically displayed signals generated from conventional
NDE instrumentation [e.g., ultrasonic testing(UT) A-scan trace on an oscilloscope or a
Lisultaos figure on a cddy curment testin (ET) istrument]. In some inspections, such
as ultrasonic wall-thickness measurment, tei signals can be easily interpreted. In
many other inspections, however, the signals observed on the oscilloscope have low
signal-to-noise and am difficult to visually interpret because of inherent noise.
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One method for improving the accuracy of data interpretation would be to utilize multi-
pie human senses simultaneously to characterize the material (e.g., use both eyes and
ears for data evaluation). In the past, cursory attempts have been made at using this
concept. For example, the electronic signals received by an NDE instrument have been
used to generate alarms if their amplitude exceeded a certain threshold. This was done
to alert the inspector with an aural as well as a visual signal. The technology, however,
was only an "off/on" process and did not make use of any information inherently con-
tained in the NDE signal except amplitude (UT/ET) or phase (ET).

If it is assumed that the NDE signal contains complete information about the condition
of the material under inspection and that the information could be converted into audio
(aural) signals (while keeping the content of the NDE signal intact), then both the ear
and eye can be used to enhance the accuracy of data interpretation.

Auralization and Aural Conversion of NDE Slgn ls: Since 1985, Southwest Re-
search Institute (SwRI) has been conducting internally funded research to develop the
capability to convert NDE signals from conventional NDE instrumentation into aural
signals. The intent has been to improve the quality and accuracy of NDE inspections
and material characterization. This paper discusses work done to convert conventional
NDE inspection signals into aural signals for improved defect detection.

Auditory studies show that principles used in listening perception are analogous to vis-
ual perception principles. These, in turn, are parallel to classic Gestalt perception con-
cepts used in psychology (1-). The Gestalt concepts (1) interpret the perception proc-
esses by the relationships among all human senses and (2) allow each of the human
senses its own unique way of interacting with the surrounding environment. Applying
the Gestalt concepts to the aural perception process has yielded some important conclu-
sions including:

(1) All attributes of sound such as i-itch, timbre, loudness, and frequency are not inde- A
pendent, that is, each aspect of ound production influences another.

(2) Listener training and a priori knowledge of aural sources play an important role in
successful identification of aural information.

(3) The human auditory system is very sensitive to changes in sensory input and can
detect and discriminate these changes from background noise. Evidence suggests
that the auditory mechanisms that allow discrimination and detection of these
changes are fundamental to auditory operations and even excel with certain types
of noise stimuli.

These and other concepts were used to determine how to best use sound to represent
NDE signal information from different inspection methods. A more thorough discus-
sion of the Gestalt concepts and how they have been applied to auralization of NDE
data is given by K. D. Polk, et al. (1).

Conversion of NDE Signals: Developing algorithms to convert high-frequency elec-
tronic signals from NDE instruments into meaningful aural signals is the most difficult
challenge. The task requires, first, an appropriate data acquisition and analysis system 4'~5 rDA) For example, the prototype "X a desii~ted for this work uses a conventional

UT instrument appropriately interfaced to the computer decision system, as illustrated
in Figure 1.

Several different ultrasonic instruments have been used including the MetroTek modu-
lar system that allows multiple receivers and pulsers to be operated simultaneously in a
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(1) (2) (3) (4)

Figure 1. Aural NDE system configuration consisting of (1) sample/ transducer, (2) con-
ventional ultrasonic equipment, (3) signal digitizer, and (4) Amiga 2500 computer

controlled fashion. The heart of the system is the signal digitizer. One of the most im-
portant issues that had to be addressed for development of the aural ultrasonic process
was the definition of a procedure for time dilating the ultrasonic data. The signal digi-
tizer system can digitize ultrasonic waveforms at rates from 10 Hz to 200 MHz.

The selected computer is a realtime, icon-driven, moduiar DAAS decision tool (soft-
ware/hardware package). Its modular construction provides graphical selection and con-
trol of individual processing modules including gating, filtering, scaling, data source,
and audio playback, depending on the specific design of the NDE process under study.
Current programming modules offer selection of up to 16 channels of waveform data
with the capability of changing the number of channels and some channel content dy-
namically. The inspector also can use one or two audio output channels for either mono
or stereo (binaural) presentation of the aural information.

Auralkatlon of Ultrasonic Signals: One basic form of aural conversion involves time
dilation. This process increases the time interval between the digitized samples of UT
information and a new waveform with frequencies in the audible range. For example, if
a waveform is digitized at a 10-MHz sampling rate, then it is sampled every 0. 1 micro-
second. By taking each of these sample points and increasing the time between them
from 0. 1 microsecond to 0. 1 millisecond, the waveform appears to have a frequency
1000 times lower than the actual waveform before time dilation. Using the user-inter-
face display, the operator can hear this time-dilated signal information through the two
audio channels in mono or stereo. When presented in two separate channels, the opera-
tor can take advantage of binaural hearing capabilities.

To develop the aural UT system, a trained UT operator is asked to position a transducer
on a test sample and locate a region with a signal of interest. The waveform (A-scan,
amplitude-time) is acquired and digitized. The actual digitized waveform is displayed
on the computer screen (which is set up to look like an oscilloscope). The time-dilated
signal derived from the ultrasonic signal is sent through an audio receiver and can be
played in mono or stereo. To form an initial set of data to begin algorithm develop-
raent, signals from other areas, both good and defective, are then acquired and digitized.

'The modular elentas of the system software an key to the developing technology be-
cause rmit the opetor to produce a variety of waveform processing techniques.
Using realtime inteative computer feedback, the operator can experiment with differ-
ent features to enhane aural perception of the aural signal infruation. The acquired
UT signal information is played back audibly in several different analysis forms. The
operator then can begin to discern differences aurally in the data obtained from good
and defective regions.
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The procedure used to develop the aural signals is very important to the final aural out-
put. The signal of interest is usually gated and digitized at a rate that faithfully repro-
duces the waveform. The aural output is a combination of the time-dilated signal and
the window (as shown in Figure 2).

Most of the work done during this project used a 50-MHz digitization rate. Then the
data were time dilated at a 2-kHz rate. The data were usually windowed so that the
ultrasonic signal of interest filled approximately 40 percent of the window. The aural
signal heard by the operator was a composite of the time, dilated ultrasonic signal and
the window width. For example, if the ultrasonic signal had a frequency of approxi-
mately 2.3 MHz and was time dilated at a rate of 2 kHz, then the time-dilated frequency
was calculated in the following way:

2.3 MHz x (1/2000) = 1150 Hz.
The aural signals obtained from various types of NDE ultrasonic signals were evaluated
by several different observers.

From empirically obtained information, it was known that the aural signal generated by
the DAAS was a composite of the actual time-dilated ultrasonic signal and thn window
width. For example, for a certain window width, different time-dilated signals gener-
ated different sounds. Also, if different window widths were used for the same time-
dilated ultrasonic signal, different sounds were generated.

The approach taken to better understand the generation of the aural signals was to per-
form a frequency analysis of the aural signal. An HP 3582A spectrum analyzer was
used to obtain a frequency plot of the data. The frequency spectrum consisted of dis-
crete peaks which themselves formed an envelope having a peak frequency. An exam-
ple of this envelope is illustrated in Figure 3, as obtained from an IGSCC.

The data-collection process consisted of digitizing the ultrasonic data at 50 MHz A

(equivalent to 20 nanoseconds per point) using a window that was 114 points long (this

-- el I

Figure 2. Plot showing the frequency spectrum of aural data. The discrete peaks (har-
monics) are a result of the window, while the peak frequency of the overall envelope is
due to the actual UT data.
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Figure 3. Frequency spectrum obtained from the aural signal generated from an IGSCC
ultrasonic, signal digitized at 50 MIft vnd windowed with a 2.3-microsecond window

window length was arbitrarily chcsen by approximating what was believed to be a good
window length). If the peak frequency for the time-dilated (auralized) ultrasonic data
were calculated from the peak ultrasonic frequency, then the peak aural frequency
should be 1150 Hz. If the window frequency is calculated in a similar way, its fre-
quency is approximately 219 Kz. This can be shown in the following way. If the win-
dow is 114 sample points wide, then the time-dilated window time is given by

114 points x 20 nanosoconds x 2000 Hz = 4.5 ms;

and the audible frequency caused by the window is given by the inverse of the time or

1/(4.5 ms) = 219 Hz.

An example of the composite frequency is shown in Figure 4, which is a frequency spec-
trum obtained from an ultrasonic signal from a flat-bottom hole in a carbon steel plate
windowed with a 114-point window and a time-dilation rate of 2000 Hz.

Discussion of Results: The following discussion concerns the use rf aural NDE tech-
nology to detect corrosion on metallic plates, debon4s and impact damage in composite
panels, and intergranular stress corrosion cracking (IGSCC) in stainless steel piping.
The preliminary results obtained for each experiment are discussed in this section.

Hidden Corrosion: Detection of hidden corrosion in aircraft structures is difficult
using conventional teclniques. Figure 5 shows an ultrasonic A-scan of two regions
from an aluminum wingskin mockup, with and without corrosion. The UT signals are
very similar By using multiple reflections from the internal surface of the material and
converting that signal into aural signals by time dilation, the operator can easily hear the
difference between good and corroded material. The UT waveform used for the time
dilation is shown in Figure 6. When both the A-scan and aural UT data ar used simul-
taneously, the presence of the hidden corrosion is eaily detected.

Characterization of Composlte Material: In the aerospace industry, aircraft alumi-
num structure is often replaced by composite mateial because of the latter's stiffness

415



CHk'&' [] 1 _V"l~l ' .

Figure 4. Frequency spectrum obtained from an ultrasonic signal from a flat-bottom
hole in aicarbon steel plate windowed with a 114-point window and a time-dilation rate
of 2000 Hz

(2)

Figure 5. Ultrasonic A-scans obtained from a wingskin mockup which has (1) no corro-
sion and (2) corrosion

and light weight. The composite material, adnesively attached to the aluminum parts,
must be well bonded for aircraft safety. The quality of the bond, therefore, has to be
verified throughout service life. Composite material also can lose much of its strength
if its layers delaminate or the matrix cracks. These two problems often arc caused by an
itapact of the aircraft with objects such as runway debris, hail, or birds.

To inspect composites, data from conventional UT using pulse-wcho contact techniques
can be difficult to interpret. When the UT siel was time dilated to audible signals, the
difference between good and defective inatenaW was easily heard. Again, by using both
the UT and aural data, the quality of the bospdction was increased.

*416

veiidtruhutsrielf.Copstjaeil locnls uj fissrnt

ifis aes eamnt o h mtixcaks hseto rbem fen1e-isd ya



100 r----J'lP:poslda' . ...

!V\/VV

-50

-10

-150 - •- ' , I , .I •

0 100 200 30 400 600 600 700 600 900

(1)

'IP:poslda' ---

so

40

20

.20
/II

"40

-60

-80

-100

*lg0

-140 1
0 100 2O0 00 400 o 00 N 0 OO 00 a 00

(2)

Figure 6. Ultrasonic data that were time dilated into aural data and used to aurally deter-
rmine (1) no corrosion and (2) corrosion
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Detection and Discrimination of IGSCC- Detection and discrimination of intergran-,
ular stress corrosion cracks (IGSCC) in stainless steel recirculation piping in boiling
particularly difficult to discriminate correctly from root geometry because IGSCC devel-

ops in the heat-affected zone of the weld at the root region. Examples of root geometry
and IGSCC signals obtained using a 1.5-MHz, 45-degree, shear-wave transducer are
shown in Figure 7. The Electric Power Research Institute NDE Center has been work-
ing with ultrasonic inspectors that have had many years' experience in training and test-
ing their abilities to detect and discriminate IGSCC successfully. The first-time failure
rate on this test by these highly trained inspectors is as high as 60 percent (6). This
attests to how difficult evaluating stainless steel material for IGSCC is.

One goal of the SwRI aural NDE development is to improve detection and discrimina-
tion of IGSCC. Only preliminary work has been conducted so far, but results seem
promising. By properly ietting Upthe auralization system, both mono and stereo data
can be obtained.' Two channels of the four-channel aural system have been used to pre-
sent the data to the inspector, with one channel sent to each ear, respectively. To test
this concept for IGSCC, a special transducer fixture was developed that contained three
transducers. One transducer provided for 1.5-MHz, 45-degree, shear-wave pulse-echo
data tO be obtained normal to the weld. The other two provided for 1.5-MHz, 45-
degree, shear-wave received-only data to be obtained at angles between approximately .
20 and 45 degrees of normal to the weld. These data were time dilated and separated
into right and left channels on the audio output presented to the inspector. Using this
approach, the inspector could discern the IGSCC. Figure 8 shows the frequency content
of a geometrical reflector compared to an IGSCC.

Conclusions and Future Work: SwRl has developed an inspection method to providesimultaneously to the eyes and ears of an inspector material-characterization informa-
tion obtained through UT techniques. This method converts the actual ultrasonic signal
into an aural signal so that it can be presented to the ear of the inspector in conjunction
with the visual signal. The method, called Aural NDE, has been successfully demon-
strated for ultrasonics, eddy current, and acoustic emission (2). This paper illustrated
uses of the aural NDE method for ultrasonic detection and discrimination of hidden

(1) (2)

Figure 7. Ultrasonic A-scan data from (1) root geometry and (2) IGSCC obtained using
a .5-MHz. 45-degree, shear-wave transducer
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(1)

, (2)

: Figure 8. Frequency content of (i) geometry and (2) actual IGSCC

~corrosion in aerospace material, delaminations and impact damage in composites, and
~IGSCC in stainless steel piping. Aurdl NDE should p lay a major role in significantly
i improving the quality of NDE inspections performed in a wide variety of industries.

i SwRl plans to transfer this technology to the power and aerospace industries for ultra-
. sonics, eddy current, and acoustic emission applications. Successful transfer will
€ involve development of appropriate data acquisition procedures and aural conversion
° techniques specific to each class of inspection.
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FRACTURE TOUGHNESS MEASUREMENTS OF TWO SPECIMEN GEOMETRIES
CONSIDERING STABILITY

Kygi.J, Isa Bar-On1, and Francis I. Barattaf
'Army Research Laboratory, Materials Directorate, Watertown, MA 02172

lWorcester Polytechnic Institute, Worcester, MA 01609

Abstract: It has been shown that a lack of stable crack extension can influence the critical stress
intensity factor (SIF) measured for brittle materials. Previously performed stability analyses of
two specimen geometries were used to design experiments, which would make it possible to
observe the transition from unstable to stable fracture as a function of the specimen compliance.
This transition was observed to be in agreement with the predictions. The lack of stability gave
higher critical SIP values for the material with the higher fracture toughness, while this difference
was lost in the experimental scatter for the other materials.

Key Words: Fracture toughness; crack stability; bend bar geometry; compliance; alumina; silicon
nitride

Introduction: Fracture toughness of metallic materials is typically determined at the start of quasi-
static crack extension [I]. The quasi-static condition is achieved during fracture by the low rate
of increase in stress intensity, 0.55 to 2.75 MPagm/sec [2]. In addition, the quasi-static extension
is aided or even facilitated by local crack tip plasticity in these materials.

For ceramic materials, however, quasi-static crack extension is much more difficult to obtain.
These inherently brittle materials do not benefit from the crack tip plastic zone. Also, fracture
toughness tests in ceramics are typically performed at higher loading rates, in order to avoid the
effect of potential environmental interactions with the grain boundary phase. At low loading rates,
this interaction can lead to artificially low fracture toughness measurements [3,4].

The lack of quasi-static or stable crack extension has been recognized to affect fracture testing
even for relatively ductile materials (5]. Unstable fracture as encountered, for example, in
notched specimen tests will frequently lead to artificially high fracture toughness values.
Similarly, unstable fracture tends to occur in very stiff specimens such as ceramics, when the test
set-up is not sufficiently stiff relative to the specimen. For those materials, crack stability is often
extremely difficult to obtain even for specimens containing naturally sharp cracks. Uiderwood
et at. [6] and Baratta et &l. 171 have shown that this lack of stability can lead to inflated critical
stress intensity factor (SIF) measurements for liquid-phase sintered tungsten and
polymethylmethacrylate (PMMA) materials, respectively.

Baratta and Dunlay (7] analyzed the crack stability of the rectangular bend bar (RTBB) in three
point and four point loading. Their analysis and test results for quasi-brittle specimens showed
that the three point loading geometry had greater stability potential than the four point loading
geometry. Underwood et at, (61 analyzed the crack stability of a round bend bar (RBB). Their
analysis and test results for tungsten specimes showed that the round bend bar specimen to be
significantly more stable than the RTBB loading configuration. This would make the RBB

4 specimen geometry an attractive candidate for fracture toughnes testing of ceramic materials, as
it might promote stability in this case.
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In ceramic matorials, however, it is difficult to create sharp pro-craks in a reproduotbits and
controllable mannter. Recently a pre-cracking method has bees developed 'RI and systowtohuly
studied [9] by which cracks' of varying lengthe can, be introduced in RTBB spt-.nvenh. For this
method, a Vickers microA identation is placed on o666 of lbo upecimen's lougihudinalaurfaces. A
through thickness straight crack is4 then created by loadini'the specitae In compressiop betwten
a double anvil fixture. Thiis bridga indentation method (10] 00$ e rppfll.d to the EBB only if Owe
cross section of the bar is maodified to create twvo "Mrlle flat surfaces as9 1 4Nvn in Fig. 1. Cli16

at al. [111 modified the RBB specimen geometry to allow pro-cracking while obtalJug potentially

(MRBB). Crak stability of the MRBB has beesp analyzed atadoompared to that of the RBB and1

As previo~sly muntioned, the recent works (6,1*13] havq shown that unstable crack extension can
result in an apparent incoape, in critical SINs cowpared to thos measured during stable clok
growth of quasi-brittle polymer ,nd brittle Metallic msaterials, For both materials, the transition
froavi stable to unst able fracture bobs vilor was preiicted based on stability analyses. The effect of
crack stability on measured fracture toughness of ceramics, however, is unclear. Therefore, the
objective of this work is the determination of the fracture toughness of cmrmic materials while
focussing on crack stability. The analytical 'siability prdictioni is compared to the fracture
behavior observed for RTBB and MRBB speciniens o1 aluinia and silicon nitride. The
experimnental results were in excellent agrepment with the analytical prediction. Critical SIP
measurements suggested that it would be necessary to, Walct a material with a relatively high
fracture toughness ard a specimen with larger dimensions ,to observe a noticeable difference in
critical SlFa due to crack instability. Also, it was predicted that, stability in the MRDB can be
obtained for shorter crack lengths than for the, MID.

Stability Sutmmrary: The stability equation for bend bars has been derived previously [6,7,121 and
is based op the requirement that at fracture:

dO/dA :!r dOcat/dA(1
where Gl is the elastic strain reloase rate, A is the crack face are, and Q= is the critical elastic
strain release rate. For materials with a flat crack growth resistance curve, i.e., dG/dA - 0, then
Eq. (1) becomes:

dO/dA !5 0 (2)
Bluhin [14] has shown that stability for beams cun be obtained for displacement control (i.e., fixed
grip) conditions only. The stability equation for this condition is:

dr3/dA - 1/2(P 2(d2/dA5)+2P(dP/dA)(d..dA)) 4 0
- G~Nd22X~d d)drd a0 (3)

where XT is the total compliance of the system, consisting of the specimen complianceo~, and k
that of the machine including ancillary fixture, Xm, and P is the applied load.

The nondimensional load-line complianc, for the cracked RTBD snd MRBB ame taken frow the
literature (12,15). For the RTBB, the nondimenaiomal plain strain compliance.

XMas- 2(S/2W)(SI2W+12.8S/(S/2W)-0.42/(SflW) 21/4+9(1l ) I af(or)du (4)
where 8, E, P, B. S, W, P' are the load-line deflection, the elastic modulus, the applied load, the
specin".. thickness, this span length, the width of the specimen, Poisso's ratio, and the
dimensionless crack length, respectively, and ((a) (13,16,171 is tWe dimerisionlm stress intensity
factor expression for the RIMS. For the MRB, the nondimenalonal plain straia compliance,

XMRN E/P Amis 112]:

+2.299(S/W')'/W"z 1 aI('go)(1-''O -') (5)
where D. W', and al ana the diameesr, tho widt, sad the dlmalonless crack lboot of the
MRDB, respectively, f(a') (i11 is the dimensdooless stres intensilty factor for the IdRUB, S(ae')

422



4'd '[ 2 ,u d 0 1 ) a e g o e r constants fo et he M R BB .

The stability solution for the 1RTAS and MRBB In the, three point bending can be derived using

experimental tests "Mt Nu 60 (wse experimentailp~rocedure for detailed description), and SIW
5Sfot- the'RT99 nd'SW' 6 and .25 forthe MRl,ep tivoiy.

Experipehtal~ procodure: The RTBB and MRBB geometries were used to measure fracture
toughness of an alumins (AD99 1) and silicon nitride (NC132 ad 11S130'). Tabin I atimmarlas
The mechanical and physical pttope~ae of the materials. The alummni was a Con grade AD)99

3.83~ ~ ~ ~~~~~~~~~~~~~~~0 giu-£ ~otuu Omn~ee.Acmarno h zoeaaesit oand W69i maiwfactured in the early to mid 1970's. AD"9 is a nominally 99% A13%, wit Si 2 as
sin eingailditive. The average grain size it 12,pm (rage of 2 to 50 pm) and thdensity Is

A12 3 with the 3.83 glcni3 reported for AD99 suggests that i considerable amount of porosity can
be expected. AD09 was priniarily used as refractory thermocouples and electrical insulators. It
had been'extruded anil then fabricated into a rod of 6.35 nun diameter. The rods were cut into

50 mm long MRBB specimens with' a D/W' ratio of 1. 1346 as shown in Fig. 1.
Table 1. Mechanical and Xhysical Properties of At)99, NC132, and HIS130

Crs~n Size density Elastic Poisson's Modulus of
'Um Blcm3  Modulus Ratio Rupture

(range) (range) CPA MPS

DI991  12 (2 - 50)' 3.83" 350t 0.240 262'

N C1321  Maximum 3$ 3.25' 320' 0.27' 825'

L 110 2.5 ( - l0)b-A 13.17 - 3 .2 1b 300KO 0.26 - 0.27b 516 -681"

lCoors Ceam ics, Colden, CO. tNorton Co., Worcester, MA. tCoors product literature.
Norton product literature. 'Ref. 18. bRef. 19. 'Ref. 20. 'Ref. 21. 'Ref. 22.

One of the silicon nitride was a Norton grade HS130 (later developed into NC132) and was
matnufactured in the early to mid 1970's. HS130 is a nominally 98% pure SiN 4 utilizing MgO
as a sintering agent. The major crystalline phase is Pi-Si, and traces of a-Si3N4 and Si2N20
were identified by x-ray diffraction f 19). Three types of gratins had been reported in the literature
[19-21]: oquiaxed grain ranging from 1 to 4 pm in size; equiaxed grains of the order of I to 10
pmo; and elongated grains of 2 x 10 pim. A density of 3.17 to 3.21 fflmd has bown reported [19]
while that of NC132 is reported by the nianutsetu a 3.25 g/on?. This suggests that HS33
contains some porosity. The only masuwrement of this, however. con.ists of occasional layered
shading of the x-ray radiographs [ 19,22). The comparatively wide range it, density values is due
to tungsten contaminations in the form of either WC or WSI4. The mechanical properie are
anisotropic due to the hot-pr ssing procka. Its modulus of rupture ranges from 516 to 681 MNa,
the elastc modulus Is 3.0 x 10 MP&, and Poisso's ratio Is 0,26 - 0.27 [19,20,221. This is
primarily a high strength high temperature uilicons ulrdte. Ths material was machined Iutos.52
mis dianwer rods frm 6 x 6 x I % inch billets. The rods were cut into 50 mum lons MRBD

lCoors Ceramics Co., Golden, CO.
lNotton Co., Worcester, MA
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specimens with a D/W' ratio o 1.1346. 1
The silicon jitride us l for the RTRB gon.ry fractu,,s tougbnt10 teats ,i%* a Norton gitde
NC132. iNiC 32 ia a ia0% ttoretialy dense hot pxeilion nitride also usmg MgO ar a
r sintering'ent. ,The ~ ~A-~$~i1N,phai. rwpotion ratio is t0I80 (23. "he materal has a

maximum grain siz, of 3 pn, A density of 3.25,g1cum, modulus of rupture of 825 . 137 MN,
Vickrs hrtnecaof,16 O1% elastic tdulus of 320 :0W,, sad Polsmi's rato of 0.27 have been
reported by the manufacturar, 'he material was cut into 6 x 8 x 45 mmRTBB specimens from
6 x 6 x I inch billets witl the ht pressing direction perpendicular both to the long direction of
tho specimen and to the 066k plane.

The stability calculations were used as a guideline in desitni; a test system which would be stiff
enough so that stable ad unstable crack growth could be realized. The testing system consists
of an Instron 250 kN aeno'hydraulic load frame with a 25 kM load cell. Frame stiffness of 585
kN/am, 250 kN capacily load cell Ptifinem of 2560 kN/rm, and 25 kN ctpacity load cell
stiffness of 1020 kNImm were all specifiod by the mnufacturer.. The resulting stiffness of '
frame the two load cells can be calculated as 22 MkNmni. Initially, a conventional fully
articulating three point bind test fixt're, similar to on that sp"ciied in MIL-STD 1942A [24],
were used. With this set-,ip, hcwevei, stable crack growth was unattainable even for very long
pre .craock. The stabiity sulution. which p;ovided t&idance to the experiments, indicated that the
fixture had to be stiffeced for stability to be obtained in this system. Thus, the fixture was
replaced by a stiffer semi-articutlting one. The ompliance of ,he machine, load cells, and teat
fixture wa determined etperimentally using an uncracked silicon nitride berd bar. The measured
compliance of ths test set-up was 3.07 x 10r m/N, cort"epond,g to a stiffness of 32.57 kN/mm.
This measured compliame co responds to a noudim ional ma ae compliance of '. - .8.94.

ThL. specimens were itdented with a Vickers diamond indenter using loads ranging from 6,; to 490
N. Indentation was perfornwd on a screw drivea I raron S kN load apacity testing machine with
a 0.5 kN load cell at a displacement rate of 0.1 mm/min. The indenter was inzmcdh*ely released
after the set loads had been reached. The. specimens were pre-cracked to dimensionless crack
lengths of 0.2 - 0.8 a/W using the bridge indentation technique [1. Fre-cracking was peformed
on a servo-hydraulic Instron 250 kN capacity testing maehlse using a 25 kN load edl at a loading
rate of I kN/sec. The cracks were marked with dye penetrant ink which was dried in a funace
after pre-cracking. Crack length was measred after the tev on the fracture surface at three
equidistant points along the crack front [2].

The fracture toughness tests were performed in three point bending with three different span to
width ratios: the span to width ratio for the RTBB was S; for the MRBB, 6.25 for the alumina
and 6 for the silicon nitride specimens. The tests wor performed on a servo-hydraulic Instrae
250 kN capacity testing machine using a 25 kM load cell. The wcale was Pt to 1/64 of fiull rang.
The fracture toughness tests were performed at a displaceemn rate of 0.1 mm/mn for all
materials. Two additional displacement rates of 0.2.5 md 0.5 am/rmin were used for the alumna
since alumina tends to be sensitive to suberitical crack rowh in air (I.e., static fatigue) [31. Lad
displcement records were taken for all tets.

Results: The load displacement records showed three distinctly different traem. For initial critical
roekw lengths much tes than the threhold value, the load diqacemt reord wa linear to the

point of fracture as shown in Fig. 3a. Fracture ocrd bAsaftanously acros tho eatire ers
section as indlcted by the load drop to taro. Por initial d"M amok lUngs close to tha rtical
crack length, some stable orack exteasion occurvd a documeted by the load dlplammumest

4 curves, which were rn-linear near the nmximum load (a Fig. 31b). SIpelmen with very long
cracks exhibited more pronounced non-linear load displacement records (se Pig. 3c) *.
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For the silicon nitride (HSI13) MUBB upecimuen, an average fracture toughes. value of 2.84
0. 13 MNa/in Was measured. This value agrees with reported literature values [23,25]. Fig.I 4 -shows the critical SI~s subdivided into stable end unstable results based on the appearance of
the load displacement record. It can be see that the analytically prediewd threshold crack length
(aW.% - 0.59, ae with the' experimentally observed transition from unstable to stable

jbehavior.
For the a4umina (AD99) MRBB specimens, an average fracture toughness value of 2.27 * 0. 10

MP&Vbn wsmeqsvred. Because of the lack of fracture tAOughnss data for th" alumina, three 3
x4 x 40 nin rectingalat beam specimens were fabricated from the supplied round bar and critical

SINa were vaeaurod byte SBPP mthod [83. The tIa was peribmed on a screw drive n aron
eWing system with 5 WN load capacity using a 0.5 kN load cell. A conventional fully articulating

trepoint band fixture of low stiffnes with a span length of 16 mm was used. The measured
'ea rct~re toughes was, 2.44 ± 0. 11 M~g/r which agrees very well with the fracture

toughnis uWeaSUred on the MRBB specimen. Fig. 5 shows the critical SIP values .zbdivided into
uunsta a44 stable results. Again the anlytically predicted threshold crack length, (a'/W'),

.6,divides the results into stable and unstable tests, with the exception of two data points which
are sluble for a somewhat shorter crack length than predicted.

Alumina is typically susceptible to subtritical crack growth in sir under static loading [3). This
effec~t would make the fracture toughnes results sensitive to die displacement rate at which the
test was performed, but would also promote stable crack extension for a different reason. Fig.
6summarizes the results of critical SI~s for three different disament rates. While therem

appears to be no discernible effect on the mean fracture toughness value fix the different loading
rates it is note worthy that the two specimens which broke stably below *bie
threshold crack length were tested at the lowest displacement rate. This would allow for some

jenvironmentally assisted stable crack growth to occur prior to fracture for an aIW' which is leow
than the predicted threshold crack length, (a'IW')*.

For the eilicon nitride (NC132) RTBB specimens, critical SIP values vary from a high of 4.66
MPgm to a low of 4.00 MPg.,m. The average nmasued fractur toughness was 4.36 ± 0.21
MPgm. Thig value agrees well with reported literature values measured by several umod [26-
29]. Fig. 7 shows the critical SINs subdivided into stable and unstable issults. ThU naytlculiy
predicted threshold crack lanot, (a/W). - 0.66, agrees well with the transition observed in the
experiments. One spechm with a crack legth of W/W - 0.7S was tested in a more compliant:
conventional fMly articulating fixture, The measured critical SIP (4.6$ MP*Nfm) was in themu
range ua those obtained from the tither unstable specimens. Using tOm more compliant fixture
increased the overall machine compliance to a value miuch above 60. For higher machine
compliance valu~es, the stability analysis predicts a longer threhold crack length or completely
instability. Thus, this compliant fixture was expez~tod to result in unstable fracture which agreed
with the observed load displacemen record and the higher critical SIP.

Disemalion: Baratta st al. [71 and Underwood at al. [61 have fowed that for PUMA ad tumgimi
the critical SIF values obtained in stable tests are lower then those obtaind in unstable tests.
Similar behavior has &*mr observe4 for the RTB1% silicon nitride (KC132) aseimeas in this study.
No such oclaa be drawn based o the rewlus .btAle fm tie UUM alumina (ADPP)
iad siio aitrlde (Hrsat P specimens audiffereace b*wfa uuhmps ad st*e urns %r the

RTOB silicon nitride is wAbca 10% of the averag %usmM W4=1~m SWP. 'Mos U to IV
surmas he 1 average messured critical SIFs of the MAuRR Miiom nitide (FI18)0 and the
alumina (AI)99) specimens, and the RTB siliou nitide (KC132) qiecima, respec4vey,
groWpe into unstable, semistable, and stable results hued on the appearance of doe load
displacement recor.
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TaMe 11. Critical SM of Silicon Nitride (!S130) MRBB Grouped by Degrees of Stability

Unstable Semistable Stable

Average Critical SIF (M /m) 2.82 l 0. 13 2.82 l 0.02 2.82 ± 0.16

No. of Specimens 4 2 2
&'/W' 027 0.5l 0.55 -0.64 0.67 -0.79

Table l. Critical SlIs of Almnina (AD99) MRBB Grouped by Degrees of Stability

Unstable Semistable Stable

Average Critical SIP (MPag[m) 2.27 ± 0.10 2.31 ± 0.05 -15 * 0.01
No. of Specimens 9 42l
m o. 0.22 -0.58 0.52 - 0.64 0.67 -0.76

*Include specimens susceptible to subcritical crack growth f
Table IV. Critical SIR of Silicon Nitride (NC132) RTBB Grouped by Degrees of Stability

U nstable Sem istable Stab ler
Average Critical SIP (MPg m) 4.54 ± 0.12 4.23 + 0.13 4.19 ± 0.08

No. of Specimens 7 5 5

A/W 0.26- 0.56 0.53 - 0.65 0.64 -0.78

*Does not include the specimen tested in the compliant fixture

For ceramic materials, it is typical to obtain a standard deviation of ± 0.15 to 0.3 MPam when
fracture toughness is determined by the single edge pr-cracked beam (SEPB) method [4]
regardless of the compliance of the machine and the qelmman [30]. For the materials used in this
MRBB geometry study, 10% would be 0.2 - 0.25 MPt/m, which is well within the experimental
scatter of the results. To observe a noticeable differenc in critical SIPs due to the instability
(i.e., higher estimate of critical SIPs because of the unstable test), it would be necessary to select
a material with a higher fracture toughness and a specimen with larger dimensions, so that
systematic differences would not be obscured by the lack of rsolution o! the experiments. This
lack of resolution stems largely from the largs load cell with rather low resolution that is
necessary in order to obtain the necessary stiffnes. A speoinsa with higher fracture toughness
and larger dimensions will give higher load readings thus reducing tho scatter.

A comparison of Fig. 5 to 7 show that stability In the MUB is obtained at a aod crack length
than for the RTBB in agreement with de prediction of Ig. 2. The sess intensity expression for

bead bars incrm rapidly as a fi acon of dmenssless rack lgh,. a, for a > 0.55. Thus,
for specimens with procrack long eough to be In 6* stable rei small erors in the crcklngh mesinaremens an m (snare incu a in ad"tIPi mare e. Previous studiest

12,13] indicate that using a spin to width ratio betwse 7 and I would lead to a horta threhold
crck length. This, in turn, would makm the rls lass sensitive to emrs in areak Wleh
measuremets thus giving more accurate fraue toue s s results.
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I
Conclusiom: Fracture toughness tests wero performed for bead bars of rectangular and modified
round cross wetions. The specimen pre-cracking and test conditions were selected in such a way
that a trusition from unstable to stable crack extension could be observed. This transition agreed
well with previously published analytical predictions and showed the MRBB to be more stable for
shorter pre-craek lengths than the RTBB. The stable teats gave lower critical SIFs for the tougher
material. A similar difference could not be discerned in the other two materials possibly due to

experimental scatter.
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Fi.1. Geometries of (a) Wh mdified moud bead ba (MRB) and (b) the ret=ngulr bend bW
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Fig. 4. Measured critica! stress intensity factors of the silicon nitride (HS130) modified round
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THE IMPORTANCE OF' DIESEL OIL FILTRATJON DEMONSTRATED
BYSURFACE LAYER ACTIVATION WEAR MONITORING

MThan and Chtrles Covington
PleeIguard Corporation
Cookeville, TN 38501

Claudia Colerico and Charles Blatchley
Spire Corporation
One Patriots Park

Bedford, MA 01730-2396

Abstract: Surface Layer Activation (SLA) is a chnique which allows convenient wear
monitoring of a selected part from outside a running engise. A particle accelerator
activates the part by bombarding it with high energy ions. Gamma rays ernuttod from this
volume have characteristic energies that can be detected and analyzed to indicate surface
material remaining in real-time while the engine operates. The extreme precision of SLA
in measuring wear is ideal for evaluating ordinary mechanical interactions, for high
temperature environments, and for lubrication testing. Fleetguard is applying SLA
markers, rather than tracers, in an in situ tribological evaluatio of filter effectiveness.
The marker method measures the decrease of radioactivity remaining in the a:tivated part
as particles of wear debris are carried away. A detector, mounted external to the engine,
directly monitors the intensity of a selected gamma ray energy. Many of the penetrating
gamma rays pass from the activated part through the engine to reach the detector and be
counted. Currently, a top piston ring, cylinder liner and sliding tappet cam follower are
being monitored simultaneously using different isotopes in a medium duty diesel engine
to evaluate the relative effects of oil chemistry and cleanliness on wear. SLA has proven
to be a cost and time effective tool to evaluate the performance of oils and filters in

* operating engines.

Key Words: Diesel engines; filtration; lubrication; surface layer activation; wear testing

Introducdio: Operators of diesel engines, for both on-highway. off-highway , and
stationary applications, are an ing to reduce operating costs by increasing routine
service intervals, in some cases, far beyond current recmendations. For light duty
cycles, this can often be accomplished with current lubricating oils and filtration with
little danger to the engine. For heavier duty cycles, however, severe degradation of
engine life could result due to increased wear. To reliably specify oil and filtration
quality for opraft in these heavier servim conditions, extensive tstng is needed to
relate engine wear to oil cbmisty and clawlneis. Unfouunaely, aditional field testing
with engine tar down and inspection is too costly in both time and lbor involved.

4
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As an alternative to field testing, Surface Layer Activation, or SLA, can be an effective
on-line monitoring tool, which avoids most mechanical inspection labor and greatly
reduces engine time needed for reliable measurements. The ability to monitor minute
increments of surface loss can be particularly powerful when coupled with information
about oil condition and duty cycle. In SLA, particle accelerator bombardment of a I
selected engine part tags a shallow near-surface zone with a gamma ray emitting
radionuclide. Very small amounts are used, usually in the. microcurie range, and often
below the level requiring a license. A detector at one of several possible locations outside

the engine then monitors the gamma ray signal from either the tagged part (marker 4
approach) or from debris collected in a filter or oil line (tracer approach). Several
pedestrian introductions to SLA have been published,'" and additional technical details
are included in a recent ASM Handbook

The operating principle is that activity in a monitored location is proportional to a
counting rate determined by counting gamma rays of the selected energy and dividing by
the length of the counting interval in seconds. As long as the detector position is fixed,
this proportion remains unchanged, although its exaci value is usually not needed for
monitoring. Instead, counting rates for measurements corresponding to worn conditions
are compared to the starting or "no wear" counting rate.

The gamma ray energy is selected by fitting a curve to a spectrum of counts accumulated
per energy channel or bin. After an automated fitting routine separates the counts under
a gamma ray peak from the background contribution, division by the time interval
produces a counting rate, expressed in counts per second, which is correcw.d for the
radionuclide's natural decay before dividing by the (hlf-life corrected) starting counting
rate. Since decay events are random, counts under a gamma ray peak, and subsequent
counting rates, are controlled by Poisson counting statistics. The main implication is that
at least 10,000 counts must be accumulated in each measurement to assure a 1% statistical
uncertainty, which is roughly comparable to instrumental uncertainties. For many
applications, particularly those, for which a linear regression may later be applied, a larger
range of variability in individual mwasurenents can be tolerated, provided many more
readings are taken.

Wear deduced from these counting rates citically depends on a calibration curve plotting
wear depth as a function of fraction of activity reinaining. Calihrations are determined S

in laboratory wear simulations using identical activation conditions as those applied to tl'c
monitored parts. The maximum depth for which these calibration curves produ ,; reliable
readings contains about 901 of the activity. This point on the curve, with 10% activity
rmaining, Is arbltrMrily tmed the "irradiation depth." The greatest accuracy in
individual readings occurs at about half of this so-called irradiation depth. Incident
particles, of course. continue well beyond the point wher activity is produced.

Fleetguar has amployd the SLA mrk , lechnique for sevea years to relate wear in 4
dies engin s to lubricant fil=a levels nd lube oil chemlWy as part of an ongoing
program to drsa dth n ive efts of each on the various angine parts subject totwear. The studies completed wer this program were intended to provide technical
giddance to both engine designers and and umrs. Additional results were reported

e , confirming that each tribological system in the engine ha; a diferemt sensitivity
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to cleanliness and chemistry. For example, lead overlay bearings are very sensitive to
acid buildup in the oil but can embed particulate contamination to some extent, whereas
the chromium plated piston ring was found to be relatively insensitive to oil chemistry
but sensitive to particulate contamination levels

Experimntal Procedures: A top piston ring, the corresponding, cylinder lin,,r, and
sliding tappet cam follower were irradiated to produce Mn-54, Co-56, and Co-57

respectively. A summary of the bombardment conditions are given in Table I. A
complete discussion of gamma spectrometry procedures used to monitor these isotopes I
simultaneously has been published elsewhere.7 The main complication is deconvolution
or subtraction of peaks that coincide in a Nal spectrum. These separations must occur
before, half-life corrections and comparison to starting counting rates. To provide
adequate counting statistics for these subtractions, each wear datum required a counting
interval of one hour.

Table I Summary of irradiation conditions for the engine parts tested.

cnann wtn le r e ii EP th

Ring Mn-54 303 6.5 MeV 3 35

dDedterons
Liner Co-56 77 6.52 MeV I10 15

Protons
Tappet Co-57 270 6.52 MeV 3 25

E~Deuterons

pThoe sloeo aged either in the test cet or in the field, however, no artificial
contaminants were added, so that contaminant levels are realistic, The oils are run in the
test engine, which is a medium duty diesel engine with a sump capacity of about 25 liters.
In order to determine the aggressiveness of an oil to produce wear, the test engine is run
at full rated speed and load for at least 24 hours. The oil1 is run as-received with no

, additional lube filtration on the test engine. A wear vs time curve is generated for each"
part, the slope of the curve being the w ear rate for that set of conditions. In some cases,

a cleanup filter can then be instailed on the test engine without draining the oil and the
engine rerun so that the effect of filtration level can be studied separately from oil
chemistry. Full chemical analysis of the oil includes a determination ot wear metal
concentrations, additive level, total acid and total base numbers, viscosity and soot :
content. Since used oil is opaque, traditional particle counting techniques are not i
applicable, so €ontaniation levels are determined by measuring the differential pressure
buildup across screenis of different mesh sizes using a Coulter LCM2. It provides particle
concentrations for sizes greater than 25, 15, and 5 micrometers.



Results and Dicsso: In earlier tethg wit a top piston ring only," rig wear rates

were measured as a function of oil chemistry and particulate concentration. Figure I
shows ring wear rate as a function of conoentration of particles 15 micrometers and
greater. As would be expected, the cleaner the oil, the lower the wear rates, with about
a factor of two reduction in the wear rates for an order of magnitude reduction in
contamination level. The wear rate was almost reduced to new oil levels by filtering a
used oil with a high efficiency system, so that even with a depleted additive package, ring
wear could effectively be controlled through filtration.

0.05

1004j

0.02

0.01 , , ' .... p p p p p p" o-

NO. OF PRTIMLES/I00 nl

Figure I The relationship between ring wear rate and oil cleanliness in a heavy
duty diesel engine running atfidl load and speed.

Since the marker technique provides wear rates in terms of a dimensional change, the
wear rate can be transformed into part life by assuming an arbitrary amount of wear that
can be tolerated in that particular pan. In th case of a top piston ring, ring life is

roughly equiva~nt to engine life since diesel engines are usually rebuilt when oil
consumption becomes excessive. Using the data from Figure 1, two we rates comparing
the range of ommrcially available filtration effiiencies were transformed to pat lives
and shown as a function of flter efficiency for 15 mimmerv particles in Figure 2. The
extremes in ring life represent the range of expected engine ffe for most on-highway
applications. The type of dat represented in Fmgure 2 allows engine designers to specifythe proper filtration levels depending on application and also allowsi end users to

~detemitine the cost effectiveness of applying more expensive advancedl filtration products
~to their ngines

'The accuracy of dhe SLA marker technique is illust d in Figure 3. A profile trace of
the face of the top piston ring used in the study debtbed above was taken before and
after use. The ring had about 1200 hours of oprd in a variety of load and speed
cycles before it was removed fromn the engine. TIUre is very good agreement between
the *mount of wear predicted by SLA and the actual wear as measured by a oumparison
of the profile traeL. U deostae dt wit prpe cam, th marertecniue can
provide ntonly reatve wer comparisons as does the trce technique, but absolute &Mt
as well. 436
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A typical wear vs time curve for the tappet, ring and liner is shown in Figure 4.
Individual data points from ctch hour of counting are shown along with the linear
regression lines to determine wear ratws for that given set of conditions. The individual
data points show little scatter from measurement to measurement and are an indication
of the reproducibility of SLA even in running k engines. Ile oil tepresented in Figure 4

was run on-highway for about 32K ilometerg in light to medium duty applications. The
wear rates measured under these conditions were uniformly low and the oil showed onlyjl moderate chemical degradation.

7 -
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Figre5 shw-h-nrae nwa eutn fr m ening the srim inevlfo
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Figure 4 A typical wear vs time run for a q oil aged in ,he field jo-r 32 K kilometers.

Figure 5 shows the increase in wear resulting from extending the ser';iu-z interval from

32K kilometers to 96K kilometers. Aithough the liner sev ined to be insensitive to this
extension, the ring and tappet showed sharp increases in the rate of wcar. The liner in
the test engine iF made from a hardened cast iron and the ring is only in periodic contact
with any given location, so it should not show the sensitivity to operating conditions as
would the ring and tappet. The ring and tappet are in constant contact with their
opposing surfaces and the contact stresses are much higher for the tappet, so it should be
the part most sensitive to operational variations.

As stated above, the field return oils are run in the test engine without additional filtration
to determine their aggressiveness in the as-received condition. Figure 6 shows a
comparison of the a-received oil wear rates to wear rates obtained while running through
a high effkienvy cleanup filter on the test engine for another 24 hours. The oil 4hown
here was run in the field for 96K kiloimetvs, so it is considered to be fully degradl by
any typical measure. Despite its degraded chemistry, a cleanup of this oil resulted in
drastically reduced wear rates for the ring and tappet [he liner, once again, showed a
lack of sensitivity to operating conditions. Rure 7 shows the sae comparison of wear
rates plotted against the concentration of peater than 15 micrometer prticies
demnstrating the cloup effect nymr - e dy. .
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Figure 7 The relationship between wear rate and concentration of greater than 15
micrometer particles for the 96K kilometer oil before and after cleaning.

Summary and Celusions:

1. SLA markers successfully measured wear rates in an operating diesel engine on
a top piston ring, cylinder liner, and sliding-tappet cam-follower to evaluate effects
of filtration and lubricant chemistry.

2. Surface loss (loss of measured activity due to wear) from all three components
was monitored simultawusly during engine operation using distinct isotopes.
Increments of wear derived from these online readings were combined in later
analysis to determine wear rates associated with each operating condition. This
test configuration achieved reduced costs and time compared to conventional field
testing.

3. Oils aged in the field were returned to study their aggressiveness in producing
wear in the test engine. Oil chemistry and cleanliness levels were measared to
determine the relative impoutance of each in producing wear in the different
engine systems.

4. Despite having depleted additive packages, wear was reduced in heavily used oils
by high efficlency fllurtion.
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MFPG PUBLICATIONS

Both printed and microfiche copies of the' following MFPG publications whose catalog numbers
start with either AD or COM may be obtained from the

National Techntcal Information Service (NTIS)
5288 Port Royal Road
Springfield, VA 22161

Glossary of Term AD 721 354

Proceedings of Meeting Nos. 1-9 (set of five) AD 721 359
Meeting Nos. 1-5

Papers and Discussion on Failure Analysis and Control

Meeting No 6 "Detection, Diagnosis and, Prognosis"
Oecember 6, 1968

Meeting No 7 "Failure Mechanisms as Identified with Helicopter Transmissions"
March 27, 1969

Meeting No 8 "Critical Failure Problem Areas in the Aircraft Gas Turbine Engine"
June 25-26, 1969

Meeting No 9 "Potential for Reduction of Mechanical FailureThrough Design Methodology"
November 5-6, 1969

Proceedings
Meeting No 10 'Vibration Analysis Systers" AD 72' 912

January 21-22, 1970

Meeting N c, 11 "Failure Mechanisms: Fatigue" AD 724 475
April 7-8,1970

Meeting No 12 "Identification and Prevention of Mechanical Failures
in Internal Combustion Engines" AD 721 913

July 8.9, 1970

Meeting No 13 "Standards as a Design Tool in Surface Specification
for Mechan-zal Components and Structures" AD 724 637

October 19-20, 1970

Meeting No 14 "Advances in Decision-Making Processes In Detection,
Diagnosis and Prognosis" AD 721 355

January 25-26, 1971

Meeting No 15 "Failure Mechanisms: Corrosion" AD 725 200
April 14-15, 1971

Meeting No 16 Mechanical Failure Prevention Through Lubricating Oil Analysis" AD 738 855
November 2-4, 1971
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Meeting No 17 "Etcts of Environment Upon Mechanical Failures, Mechanisms
and Detection" AD 750 411

April 25-27, 1972

Meeting No 18 "Detection, Diagnosis and Prognosis" AD 772 082
November 8-10, 1972i

Meeting No 19 "The Role of Cavitation In Mechanical Failures" (NBS SP 394)
October 31 -Novemnber 2, 1973 COM-74-505213

Printed copies of the following publications may be obtained from the

U.S. Government Printing Ofie
Superintendent of Documents

Was.hingto, DC 20402
Microfiche copies ot these publications may be obtained from the NTIS.

Proceedings
Meeting No 20 "Mechanical Feailure - Definition of the Problem" (NBS SP 423)

May (1-10, 1974 SNO03-003-01451- -8
Meeting No 21 "Success by Design: Progress Through Failure Analysis" (NBS SP 433)

November 7-8, 1974 SNO03-003-01639-0

Meeting No 22 "Detection, Diagnosis and Prognosis" (NBS SP 438) SNO03-003-01 556-3
April 23-25, 1975

Meeting No 23 '"The Role of Coatings In the Prevention of Mechanical Failure" (NBS SP 452)
October 29-31, 1975 SNO03-003-01664-1

Meeting No 24 "Prevention of Failures in Coal Conversion Systems" (NBS SP 468)
April 21-24, 1978 SN003-003-01 760-4

Meeting No 25 "Engineering Design" (NBS SP 487) SNO03-003-01829-5
November 3-5, 1978

Meeting No 28 "Detection, Diagnosis a"d Prognosis" (NBS SP 494) SN003-003-01844-9
May 17-19, 1977

Meeting No 27 "Product Durability and Life" (NBS SP 514) SN303-003-0193"-
November 1-3, 1977

Meeting No 28 "Detection, Diagnosis and Prognosis" (NBS SP 547) SNO03-003-02083-4
November 28-30, 1978

Meetig No 29 "Advanced Composites" (NOS SP 563) SN003-003-02120-2
May 23-25.1979

Meeting No 30 "Joint Conference on Measurements and Standards for
* Recycled OWlIyslemsPoslrmance and Durability" (NOS SP 684)

October 23-26, 1979 SNO03-003-02272-1
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Meeting No 31 "Failure Prevention in Ground Transportation SysMms" (NBS SP 621)
April 22-24, 1980 SN03-003-02428-7

Meeting No 32 "Detection, Diagnosis and Prognosis: Contribution to the
Energy Challange" (NBS SF 622) SN03-003-02361-2

October 7-9, 1980

Meeting No 33 "tnnovation for Maintenance Technology Improvements" (NBS SP 640)
April 21-23, 1981 SN03-003-02425-2

Meeting No 34 "Damage Prevention in the Transportation Environment" (NBS SP 652)
October 21-23, 1981 SN03-003-02488-1

Printed copies of the following MFPG puhlicatlons are available from

Cambridge University Press
110 MIdlnd AvenuePort Chester, NY 10573

~Proceedings
Meeting No 35 '"ime Dependent Failure Mechanisms and Assessment Methodologies"

Apri! 20-22,1982

Meeting No 36 '"Technology Advances in Engineering and Their Impact on Detection,
Diagnosis and Prognosis Methods"

December 6-10, 1982

Meeting No 37 "Mechanical Properties, Performance and Failure Modes of Coatings"
May 10-12, 1983

Meeting No 38 The Proceedings was not published because of the format of the meeting.

Meeting No 39 "Failure Mechanisms in High Performance Materials"
May 1-3, 1984

Meeting No 40 "Use of New Technology to Improve Mechanical Readiness, Reliability and
Maintainability"

April 16-18, 1985

Meeting No 41 "Detection, Diagnosis aIvd Prognosis of Rotating Machinery to Improve
Reliability, Maintainability, and Readiness Through the A.pp!icat;on of
New and Innovative Techniques"

Octoter 28-30, 1986

Meeting No 42 The Proceedings was not published. Inquire at the Vibration Institute
regarding the purchase of copies of individual papers.

Meeting No. 43 "Advanced Technology in Failure Prevention"
October 3-6, 1988
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Printed copies of the following MFPG publications may be ordered from the '

Vibration institute
6262 8. Kingery Hwy

Suite 212
Willowbrook, IL 60614

Pro.eedlngs
Meeting No 44 "Current Practices and Trends In Mechanical Failure Prevention"

April 3-5, 1990

Meetno No. 45 "Focus on Mechanical Failures: Mechanisms and Detection"
April 9-11, 1991

Meeting No. 46 "Economic Implications of Mechanical Failure Prevention"
April 7-9, 1992 (No longer available.)

Meeting No. 47 "The Systems Engineering Approach to Mechanical Failure Prevention"
April 13-15, 1993

Meeting No. 48 "Advanced Materials and Process Technology for Mechanical Failure
Prevention"

April 19-21, 1994
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